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Abstract

Contextual cues play an important role in enhancing the reasoning capabilities and adaptability of lan-

guage models (LMs) when faced with complex tasks. Effective integration of context can make LMs in-

terpret human requests more accurately and generate more precise responses. This thesis investigates

strategic integration and dynamic utilization of diverse forms of context (e.g., explanations as context,

illustrative task examples, dialogue history, data-driven context, and model-generated context) to system-

atically improve the performance of LMs. This thesis addresses three core questions:

Part I investigates whether LMs inherently possess the capability to leverage contextual cues to en-

hance their reasoning during the inference phase. We show tasks that can effectively be achieved through

contextual integration and identify other tasks for which context alone is insufficient.

Part II evaluates the extent to which explicitly incorporating contextual cues during the training phase

can result in measurable improvements in model behavior. We demonstrate that incorporating context

during training facilitates label-efficient learning and effective model debugging.

Part III explores the dynamic capability of LMs to autonomously generate and iteratively refine their

contextual cues, thereby continuously enhancing their performance. We show that LMs can simulate

certain scenarios to generate context that significantly improves their outputs.

Overall, this thesis proposes foundational groundwork for the systematic study and practical incor-

poration of multiple contextual dimensions into language modeling. The findings demonstrate significant
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improvements in task-specific reasoning and establish principles for the strategic application of context to

advance the capabilities of future LMs.
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Chapter 1

Introduction

Contextual information significantly influences the outputs of language models, often determining their

interpretation and responses. For instance, a single phrase like “Final exam is the best gift on my birth-

day” can result in contrasting sentiment classifications depending on how contextual clues are considered.

When a model identifies sarcasm in the previous context, recognizing the mismatch between the expecta-

tion of a joyful birthday gift and the reality of a stressful event like a final exam, it correctly interprets the

sentiment as negative. Conversely, without appropriately interpreting such contextual nuances, another

model might mistakenly classify this same phrase as positive, assuming that the phrase’s literal meaning

indicates joy or humor (See Figure 1.1).

Such examples observed in real-world scenarios naturally lead us to ask several questions: How does

context influence a model’s predictions?; What specific types of context can be leveraged to improve model

predictions?; For which tasks does context effectively enhance performance, and for which does it have

limited or no benefit?; Does explicitly training language models with contextual information improve their

overall performance?; Can languagemodels autonomously refine provided context to further improve their

own predictions?

In the following sections, I briefly discuss each of these questions to motivate the broader contributions

and structure of this thesis.
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Figure 1.1: Chat with ChatGPT. Context determines the interpretation of language model outputs, as il-
lustrated by differing sentiment predictions depending on whether prior dialogue context reveals sarcasm.

1.1 Background & Motivation

1.1.1 In-context Learning of Language Models (LMs)

Recent advancements in large language models (LLMs) have highlighted a powerful capability known as

in-context learning. Unlike earlier generations of pre-trained language models, which typically required

extensive labeled datasets to adapt to each new task, contemporary LLMs leveragemeta-learning principles

to rapidly generalize based onminimal contextual information. In this context, meta-learning describes the

ability of a model to acquire broad, generalizable skills and sophisticated pattern-recognition capabilities

during training, enabling the model to dynamically identify or adapt to specific tasks at inference time

based solely on provided context, a process termed in-context learning [19].

In-context learning was initially studied primarily in the context of text classification, where models

were provided with few-shot input–output examples per label to perform the classification task [165, 238].

However, the definition of in-context learning has since broadened to include any task where contextual

information is incorporated directly into the input prompt. This context can take various forms, such as

relevant documents for answering a question (i.e., retrieval-augmented generation) [188, 211, 61, 148, 131,
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255, 160], dialogue history for maintaining coherent conversation [270, 243, 158], or prior event sequences

for forecasting future events [167].

1.1.2 Towards Better Understanding of In-context Learning

While in-context learning has emerged as a powerful capability of modern language models, many funda-

mental questions about its behavior and limitations remain unanswered. For instance, we still lack a clear

understanding of which types of tasks benefit most from contextual input, how different forms of context

influence performance, and whether incorporating context during training can enhance a model’s ability

to reason from context at inference time. Furthermore, strategies for selecting, structuring, and refining

contextual information remain underexplored.

This thesis is motivated by these gaps. By systematically studying in-context learning across diverse

settings and contextual forms, I aim to build a deeper theoretical and empirical understanding of how

context shapes language model behavior, and how this capability can be further enhanced.

1.2 Hypothesis

This dissertation hypothesizes the following:

1. Language models can effectively leverage contextual information during inference to im-

prove performance on various tasks.

To test this hypothesis, I set up diverse tasks (i.e., temporal knowledge graph forecasting, persona

simulation) under varying contextual conditions (i.e., previous event history, dialogue history) to

identify how context contributes to each task.

2. Incorporating context during training enhances model behavior, enabling more robust

generalization, label efficiency, and interpretability.
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Figure 1.2: Experiment setting for each hypothesis in the dissertation

To test this hypothesis, I compare models trained with and without contextual signals, analyzing their

performance, learning dynamics, and debugging capabilities.

3. Language models can generate and refine context autonomously, improving their own

downstream predictions.

To test this hypothesis, I design experiments where models iteratively construct and adapt contextual

inputs, and assess the resulting impact on task performance.

Figure 1.2 presents the experiment setting for each hypothesis.

1.3 Contributions

This dissertation investigates how language models use, learn from, and generate context across training

and inference. It offers three core contributions:

1.3.1 Task-Specific Effectiveness of In-Context Learning in Language Models

I conduct a systematic evaluation of in-context learning (ICL) across tasks that vary in the type of contex-

tual signals they require. The results show that language models can effectively exploit contextual patterns

to improve prediction performance, but the degree of success depends on the nature of the task and the

kind of extrapolation required.
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Specifically, I find that ICL is highly effective for tasks that involve structural pattern extrapolation,

where models can identify and extend surface-level regularities in the input without requiring semantic

interpretation. For example, in temporal knowledge graph forecasting, models accurately predict future

facts by leveraging patterns in timestamped event sequences [120].

However, ICL performance declines in tasks that require semantic extrapolation, wheremodelsmust

interpret and internalize prior interaction history to simulate behavior or reasoning. For instance, when

tasked with simulating a speaker’s persona from multi-turn dialogue, models often struggle to ground

their responses in meaningful context [125].

These findings show thatwhile LLMs are capable of contextual generalization, their effectiveness varies

with the depth of understanding required. This motivates the need for more robust modeling strategies,

particularly when the context involves rich semantic or social information.

1.3.2 Training Language Models with Context Enhances Model Behavior

I demonstrate that explicitly incorporating contextual information during training leads to significant im-

provements in language model behavior, including enhanced robustness, generalization, and label effi-

ciency. This chapter investigates two complementary forms of contextual supervision.

First, I show that simply appending auxiliary context (e.g., task examples, dialogue history) to the input

during both training and inference consistently improves model performance. Empirical results on tasks

like named entity recognition (NER) and social norm violation detection confirm that contextualized inputs

lead to higher accuracy and robustness [123, 170].

Second, I explore the use of human explanations as a rich form of contextual guidance. Explanations

improve label efficiency by helping models internalize task-relevant reasoning, enabling effective learning
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from fewer examples [138, 124, 127]. In addition, I propose a post hoc refinement framework where ex-

planations are used to regularize model parameters, correcting undesirable behavior when explanations

reveal flaws [122].

Together, these findings highlight the versatility and effectiveness of contextual supervision as a prin-

cipled strategy for improving language model learning and alignment.

1.3.3 Self-Refinement of Context by Language Models Improves Output Quality

I develop methods that enable language models to autonomously generate and iteratively refine contextual

inputs, demonstrating that this self-refinement process enhances downstream output quality.

A central application explored is educational question generation. Here, the model first generates

questions aimed at improving a learner’s understanding of a given text. It then simulates learner responses

and uses these simulated interactions as feedback (context) to revise and improve future questions. This

iterative feedback loop enables the model to internalize what makes a question pedagogically effective,

thereby improving performance over time [121].

These findings suggest that language models are not only consumers of context but also capable cura-

tors, able to construct and adapt context to support their own performance and learning.

1.4 Outline

The remainder of this dissertation is organized as follows: The main contributions of this dissertation are

presented across the next three chapters:

• Chapter 3 explores inference with context in language models. It analyzes the impact of in-

context learning across two tasks: temporal knowledge graph forecasting [120] and persona simu-

lation [125]. These studies have been published in ACL and EMNLP.
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• Chapter 4 investigates training language models with context. It examines three aspects: label

efficiency [123, 138, 124, 127], performance improvement [170], and behavior correction [122]. These

works have also appeared in ACL and EMNLP.

• Chapter 5 introduces methods for self-refining context in language models. It focuses on how

language models can generate and refine context to improve their own outputs, particularly in the

setting of educational question generation [121].
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Chapter 2

Background and Related Works

2.1 Background: The Evolution of Context in NLP

Context in natural language processing (NLP) refers to the surrounding information that shapes the mean-

ing and interpretation of a given piece of text. Effective use of context is essential for language models

to resolve ambiguity [23, 272, 76], identify referents [128, 101], interpret intent [233, 242], and generate

coherent outputs over extended discourse [19, 187].

2.1.1 Static Representations: Early Views of Context

Early approaches to language understanding relied on fixed, context-independent word representations,

such as one-hot encodings and count-based vector models like LSA and TF-IDF. These methods failed to

capture semantic similarity or polysemy, which motivated the development of distributed word embed-

dings including Word2Vec [163], GloVe [182], and FastText [15].

These early embedding models incorporated a limited notion of context by leveraging co-occurrence

statistics within a small, fixed-size window (typically 5 to 10 words) around the target token. In architec-

tures such as CBOW and Skip-gram, this “context” consisted of immediate neighboring words used to

predict or be predicted by the target word. While effective for learning general word associations, these
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models produced a single static vector for each word, regardless of its usage in different sentences or dis-

course contexts. As a result, they were unable to distinguish between context-dependent senses of words

(e.g., “bank” as a financial institution vs. a riverbank).

2.1.2 Dynamic Contextualization: Contextual Language Models

This limitationwas addressed by the emergence of contextual languagemodels, beginningwith ELMo [184],

which used deep bidirectional LSTMs to generate dynamic word embeddings conditioned on the full sur-

rounding sentence. Unlike static embeddings, these representations vary depending on the specific context

in which a word appears, marking a major shift in NLP toward contextualized language understanding.

The introduction of Transformer-based architectures grounded in attention mechanisms [225], partic-

ularly BERT [46] and GPT [186, 187], further advanced contextual language modeling by allowing models

to flexibly attend over long-range input dependencies.

BERT employs bidirectional self-attention, enabling each token to incorporate information from both

its left and right context. This design allows the model to capture sentence-level structure and disam-

biguate word meaning based on full contextual cues. Empirical results show that BERT achieves strong

performance on tasks such as named entity recognition [215], co-reference resolution [101], and question

answering [46], all of which require modeling relationships between distant tokens.

GPT, in contrast, adopts a unidirectional (left-to-right) auto-regressive formulation, enabling fluent

text generation by conditioning on preceding tokens. Despite this directional constraint, GPT’s ability

to generate coherent paragraphs and dialogue reveals its strong contextual sensitivity over extended dis-

course [19].
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2.1.3 Task-Oriented Context: Instructions, Examples, and Explanations

After the widespread success of large-scale generative models like GPT, which demonstrated strong gener-

alization across diverse NLP tasks, the notion of “context” expanded beyond immediate textual surround-

ings such as adjacent words or sentences. Modern LMs increasingly leverage dynamic task-related context,

including task instructions, examples, and explanations, to guide model behavior and improve performance:

Instruction as Context. Instruction describes the NLP task using natural language and often serve as

the framework for guiding model behavior. Instructions may include other task-related forms of context,

such as examples and explanations discussed in the following items, by specifying what the model is ex-

pected to do and under what constraints. After the emergence of auto-regressive language models, studies

found that LMs can follow natural language instructions [54], demonstrating an implicit understanding of

task intent. Building on this insight, substantial effort has been devoted to curating diverse collections of

task instructions [169, 200, 175, 236], leading to the development of instruction tuning, a training paradigm

in which models are fine-tuned on input–instruction–output triples. This approach has been shown to

significantly improve generalization and zero-shot performance across a wide range of tasks.

Example as Context. Examples (i.e., input–output pairs) are central to in-context learning [19], where

models generalize to new inputs by conditioning on a few labeled demonstrations provided in the prompt.

Examples support two types of generalization: (1) Instance-level generalization, wheremodels learn tomake

predictions for unseen inputs within a given task by identifying patterns from a few labeled instances [60];

and (2) Task-level generalization, where models adapt to new tasks efficiently by leveraging prior experi-

ence with other tasks [252, 17]. Recent studies also show that including examples during instruction tuning

further enhances generalization [252, 17], and that even incorporating negative examples (e.g., incorrect

outputs or counterexamples) can help models better distinguish correct behavior and improve task perfor-

mance [232].
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Explanation as Context. Explanation offers human rationale behind labels and have been shown to

improve both label efficiency and interpretability. Several earlier studies explored training or fine-tuning

language models with explanations as part of the supervision process [20, 234, 172, 275, 82]. In many of

these works, explanations were provided in the form of span-level or token-level highlights rather than

full natural language rationales [139, 130, 122]. More recently, LLMs have adopted decomposition-style

explanations, which break down the reasoning process into intermediate steps, commonly referred to as

chain-of-thought prompting [237]. These methods are particularly effective when augmented with exter-

nal scratchpads, which serve as memory structures for storing intermediate computations [174]. Another

line of research focuses on input-level explanations, where natural language justifications accompany task

descriptions and examples. While such explanations can improve instruction tuning, their benefits ap-

pear to be most pronounced in larger models, suggesting that sufficient model capacity is necessary to

effectively utilize explanatory signals [113, 232, 169].

These forms of context shift model behavior from implicit pattern recognition to more interpretable,

instruction-following, and task-aware responses.

2.1.4 Interactive and Situated Context

This broadened understanding of context now also extends to external, conversational, and social dimen-

sions.

Retrieved Passages as Context. Retrieval-augmented generation (RAG) incorporates external knowl-

edge sources to inform model outputs. This can be achieved by combining retrieved passages with model

inputs during pre-training [75, 16, 92], integrating retrieval-based token distributions into generation [107,

253, 271, 116, 166], or prompting/fine-tuning models using dynamically retrieved documents [188, 211].

These approaches allow LMs to go beyond the limitations of their static parametric memory and incorpo-

rate up-to-date or domain-specific knowledge on demand.
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Dialogue History as Context. In multi-turn conversational systems, dialogue history serves as a crit-

ical form of context. By conditioning on previous utterances, models can maintain coherence, resolve

coreference, and track user intent across extended interactions [265, 44, 248, 91, 207]. This type of context

is essential for enabling goal-oriented, consistent, and natural conversations with users.

Persona as Context. In personalized and social NLP, persona information provides another layer of

context that guides model behavior. Personas may take the form of demographic traits (e.g., occupation,

ethnicity, or personality) [86, 247, 73, 132], fictional character profiles [177, 208, 228], or individualized

representations based on interaction histories [168, 199, 24, 178]. Integrating such context enables models

to generate more socially coherent, consistent, and user-tailored responses.

2.1.5 Summary

In summary, the development of contextual models in NLP has evolved from static, word-level represen-

tations to dynamic, multi-scale architectures capable of capturing nuanced, real-world context. Today’s

LMs not only leverage linguistic context from surrounding text but also integrate task-specific instruc-

tions, retrieved external knowledge, dialog history, and social or personalized signals. This shift reflects a

broader trend toward situated understanding, where language is interpreted in relation to users, settings,

and social dynamics, enabling more robust, adaptive, and human-aligned language systems.

2.2 RelatedWorks: Contextual Learning Strategies for LanguageModels

Building on the historical and conceptual foundations of contextual modeling, I now examine recent efforts

that more directly explore how LMs can leverage, generate, or be trained with context. I organize this

section into three threads: (i) in-context learning in LMs; (ii) contextual supervision during LM training;

and (iii) LMs as self-refining context generators.
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2.2.1 In-context Learning in Language Models

ICL allows LLMs to perform new tasks without any parameter updates, simply by conditioning on a few

input–output examples provided in the prompt [19, 31]. These examples implicitly convey task intent,

enabling the model to adapt its behavior based on context alone.

Early work has proposed two complementary hypotheses to explain how ICL works: (1) models rely

on semantic prior knowledge acquired during pretraining to interpret and perform tasks; and (2) models

can perform function induction, learning input–output mappings from few-shot demonstrations in the

prompt.

1. Semantic Prior Knowledge. This view emphasizes the importance of semantic priors that knowl-

edge of task structure and label meaning encoded during pretraining. For example, [191] show that

ICL performance significantly deteriorates when the pretraining data lacks relevant task concepts,

highlighting the need for exposure to semantically related tasks. Similarly, [165] demonstrate that

ICL often fails under distribution shift, especially when the examples in the prompt differ from the

test distribution in style or semantics.

2. Function Induction. The other view suggests that ICL can succeed even without semantic ground-

ing. [63] and [238] show that sufficiently large models can learn to generalize from synthetic exam-

ples in tasks with no inherent meaning, indicating an ability to induce patterns from scratch. These

results suggest that ICL works like a form of real-time learning, where the model figures out patterns

directly from the examples in the prompt, similar to how meta-learning allows models to quickly

adapt to new tasks.

Rather than being mutually exclusive, these two mechanisms may be jointly at play. Semantic priors

helpmodels recognize the type of task they are being asked to perform, while input–label induction enables
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them to generalize to new inputs within that task. The extent to which each contributes to performance

may depend on the task type, prompt design, and model scale.

While ICL was initially studied in the context of text classification, recent work has expanded its appli-

cation to more complex settings. Models now leverage context from retrieved documents for open-domain

question answering [188, 211, 61], dialogue history for conversational coherence [270, 243], and temporally

structured event sequences for forecasting [167]. This broader view positions ICL as a general mechanism

for adapting model behavior at inference time through contextual prompts alone.

2.2.2 Contextual Supervision for Language Model Training

Beyond inference-time context, another line of research focuses on incorporating richer forms of context

during training. This includes fine-tuning or instruction-tuning LMs on datasets augmented with task

descriptions, exemplars, and explanations [200, 236, 175].

Before the rise of instruction-tuned generative LMs, earlier studies investigated contextual supervision

in encoder-only models such as BERT. These approaches enriched input representations with auxiliary

signals, including span-level annotations [25], and rationale-based highlights [259, 38, 9, 93, 48, 39] to im-

prove model performance and interpretability. Additionally, several works incorporated natural language

explanations into training data to support tasks such as arithmetic reasoning [36], multi-hop question an-

swering [66], and natural language inference [20], demonstrating the value of explicit reasoning traces for

improving generalization.

These lines of research laid the groundwork formodern instruction tuning paradigms, which unify task

descriptions, input examples, and natural language explanations into a single training framework. Such

contextual supervision not only enhances zero-shot generalization, but also improves model alignment

with user intent, robustness to distribution shifts, and interpretability.
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2.2.3 Language Models as Self-Refining Context Generators

Collecting human-provided or externally sourced context can be challenging and costly, motivating the use

of synthetic context generated directly by language models. Recent studies have shown that such model-

generated contexts can effectively enhance task performance and serve as robust contextual signals.

1. Model-Generated Reasoning Traces as Context. A core idea in recent work is that LMs can

generate their own contextual information during inference to support more accurate predictions.

One prominent example is chain-of-thought (CoT) prompting [237], where models are encouraged

to produce intermediate reasoning steps before arriving at a final answer. These generated traces act

as contextual scaffolding which extends the prompt with additional structure that the model itself

uses to guide its decision-making. By explicitly unfolding its reasoning process, the model creates a

richer internal context that improves performance on tasks involvingmulti-step logical or arithmetic

inference. This approach is especially effective in larger models, where reasoning capabilities scale

with size [109, 6, 51, 229, 201]. Further improvements come from self-consistency decoding [231], in

which multiple reasoning traces are sampled, and the most consistent final answer is selected. This

leverages diversity in model-generated context to enhance reliability, treating each reasoning path

as a candidate context for robust aggregation.

2. Model-Synthesized Knowledge as Context. In knowledge-intensive tasks, models can generate

factual or background knowledge relevant to the current input, effectively constructing their own

retrieval context without relying on external databases. These synthesized knowledge snippets are

prepended to the task input, providing models with supportive context that enhances understanding

and performance [146, 56, 255, 153]. This approach treats the model not just as a consumer of

context but as an active producer of it, capable of surfacing latent knowledge stored in its parameters.
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Remarkably, generated knowledge often rivals or outperforms retrieved passages, especially in zero-

shot or domain-limited scenarios where curated corpora may be unavailable.

3. Model-Generated Feedback as Context for Iterative Refinement. Another work explores how

models can generate evaluative or corrective context (e.g., feedback, rationales) to refine their own

outputs. This context is used internally across iterative steps, enabling self-improvement during

inference. For instance, STaR [261] prompts models to generate rationales and then revise their

original answers using those rationales as context. Similarly, Self-Refine [157] introduces retro-

spective feedback loops where models reflect on and learn from their own mistakes. In all cases,

generated feedback becomes a form of self-curated context that guides subsequent reasoning and

output updates.

Together, these strategies illustrate how LMs can act not only as predictors but as active producers

of their own context, using generated reasoning, knowledge, and feedback to improve accuracy, inter-

pretability, and robustness—especially in settings where external supervision is limited or unavailable.

2.3 Summary

This chapter has reviewed prior work relevant to the three main contributions of this dissertation, each

reflecting a distinct but interconnected perspective on how LMs utilize and benefit from context.

First, I summarized existing work on in-context learning (ICL), where language models adapt to tasks

by conditioning on examples provided at inference time. This body of research proposes two complemen-

tary mechanisms (i.e., function induction, semantic prior knowledge) to explain how models gener-

alize from context. ICL has since expanded into a general framework for test-time adaptation across tasks

such as open-domain QA, dialogue, and event forecasting. This dissertation builds on these foundations by
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distinguishing between structural and semantic forms of extrapolation, offering a finer-grained analysis

of what kinds of patterns LMs can generalize from contextual input.

Second, I discussed contextual supervision during training, highlighting that integrating auxiliary sig-

nals like examples, explanations, and task descriptions into the training process significantly enhances

model generalization, label efficiency, and robustness.

Third, I explored how LMs can serve as self-refining context generators, synthesizing their own contex-

tual inputs to support downstream performance. By generating rationales, knowledge snippets, or iterative

feedback, models can bootstrap their learning and output quality in settings where human-labeled context

is scarce.

Together, these threads illustrate a growing understanding of context not merely as input, but as a

dynamic mechanism for guiding LM behavior across training and inference. The following chapters build

on this foundation, presenting empirical studies that advance our understanding of how context can be

used, learned from, and generated by LMs.
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Chapter 3

Context-Aware Inference in Language Models

This chapter explores how large language models (LLMs) perform in-context learning (ICL) beyond the

standard few-shot task setting. I hypothesize that LLMs can generalize not only from explicit input-label

pairs, but also from richer contextual structures, such as temporal sequences and dialogue histories, with-

out parameter updates. To investigate this, I distinguish between two forms of extrapolation: structural

(based on surface patterns) and semantic (based on contextual understanding). The following sections

outline existing ICL mechanisms, then extend them to broader contextual learning tasks.

3.1 Background and Motivation

3.1.1 In-context Learning with Task Examples

ICL enables LLMs to perform new tasks without parameter updates by conditioning on a small number

of labeled examples [19, 31]. In the ICL setup, task instructions are implicitly communicated through

input-output exemplars provided in the prompt.

In order to effectively engage in ICL, models can leverage semantic prior knowledge to accurately

predict labels following the structure of in-context exemplars [165, 191, 246, 22, 78], and learn the input-

label mappings from the in-context examples presented [238]. To understand the mechanism of ICL, recent

studies have explored the ICL capabilities of LLMs with regards to the impact of semantic prior knowledge
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by examining their correlation with training examples [165, 191, 246], data distribution [22], and language

compositionality [78] in the pre-training corpus. Other recent works show that LLMs can actually learn

input-label mappings from in-context examples by showing the transformer models trained on specific

linear function class is actually predicting accurately on new unseen linear functions [63]. More recently,

there is a finding that large-enough models can still do ICL using input-label mappings when semantic

prior knowledge is not available [238].

Formally, a few-shot classification prompt is constructed by linearizing k input-output pairs (xi,yi),

followed by a new input xtest. The model predicts the next token(s) to generate the output:

ytest ∼ PLLM(ytest | x1,y1, . . . ,xk,yk,xtest),

where the decoding strategy determines how the final prediction is sampled or selected.

While this setup captures task extrapolation, where models generalize across examples from the same

task, it raises a broader question: Can models extrapolate from patterns that go beyond task labels,

such as temporal or social regularities embedded in interaction histories?

This motivates a broader formulation of in-context learning, where the model is conditioned not on

task examples (xi,yi), but on a generic context c, which may include temporally or socially structured

sequences (e.g., events, dialogues). The objective becomes:

ytest ∼ PLLM(ytest | c,xtest)

Here, c is a context window composed of interaction history rather than curated exemplars, and the

model must infer latent patterns or meanings from this history to make accurate predictions for xtest.
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3.1.2 Contextual Extrapolation from Interaction History

Recent work has shown that in-context learning can generalize from broader contextual structures beyond

traditional task exemplars. In particular, sequences of events or dialogue history can serve as an implicit

context for prediction, allowing LLMs to exhibit new forms of extrapolation.

We distinguish between two types of contextual extrapolation:

1. Structural extrapolation: Themodel identifies and extends latent patterns in sequential input (e.g.,

event timelines, index sequences) without necessarily understanding their semantic meaning. For

instance, even if the inputs are arbitrary tokens or indices, LLMs can infer regularities and generate

the next item in the pattern.

2. Semantic extrapolation: The model must internalize and interpret prior interaction context to

perform reasoning or simulation. This includes modeling user persona, goals, or emotions based on

preceding dialogue, requiring deeper semantic understanding rather than pattern matching alone.

These two forms of contextual generalization expand the scope of in-context learning. While structural

extrapolation highlights the model’s ability to recognize statistical regularities, semantic extrapolation em-

phasizes its capacity for grounded reasoning and long-range coherence. The subsequent chapters explore

these capabilities across a range of tasks involving both event sequences and interactive dialogues.

3.2 In-context Learning for Structural Extrapolation

3.2.1 Introduction

This section explores in-context learning for structural extrapolation using the temporal knowledge

graph (TKG) forecasting task as a benchmark. An illustrative example of this task is the question “Which

team will win the Super Bowl in 2023?” that can be expressed as q = (Super bowl, Champion, ?, 2023) and
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Figure 3.1: Experiment setting for each study in in-context learning for extrapolation

Eq = {(Super bowl, Champion, Los Angeles, 2022), (Super bowl, Champion, Tampa Bay, 2021), ...} (See Ta-

ble 3.1). The ultimate objective is to identify the most suitable entity among all the football teams E (e.g.,

St Louis, Baltimore) to fill the missing field. Here, we introduce a novel approach to TKG forecasting by

framing it as an in-context learning (ICL) problem for LLMs. ICL is the ability of LLMs to quickly adapt

to and perform new tasks with minimal examples provided in the form of input-label pairs [19]. Unlike

previous ICL research that typically relies on equal numbers of examples for each label in classification

tasks [165, 238], our study investigates what the model learns from irregular patterns of historical facts in

the context.

We design a three-stage pipeline to control (1) the background knowledge selected for context, (2) the

prompting strategy for forecasting, and (3) decoding the output into a prediction. The first stage uses

the prediction query to retrieve a set of relevant past facts from the TKG that can be used as context.

The second stage transforms these contextual facts into a lexical prompt representing the prediction task.

The third stage decodes the output of the LLM into a probability distribution over the entities and gen-

erates a response to the prediction query. Our experimental evaluation performs competitively across

a diverse collection of TKG benchmarks without requiring the time-consuming supervised training, or
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2000: [Superbowl, Champion, St Louis]
2001: [Superbowl, Champion, Baltimore]
2002: [Superbowl, Champion, New England]
2003: [Superbowl, Champion, Tampa Bay]
...
2019: [Superbowl, Champion, New England]
2020: [Superbowl, Champion, Kansas City]
2021: [Superbowl, Champion, Tampa Bay]
2022: [Superbowl, Champion, Los Angeles]
2023: [Superbowl, Champion,

Which team will win the Super Bowl in 2023?
Model # Params. Prediction G.T Rank

EleutherAI gpt-j-6b 6B Los Angeles 3
EleutherAI gpt-neox-20b 20B Kansas City 1

OpenAI text-ada-001 350M Carolina >5
OpenAI text-babbage-001 1.3B Indianapolis >5
OpenAI text-curie-001 6.7B New England >5

OpenAI text-davinci-003 175B TBD >5
OpenAI gpt-3.5-turbo - Sorry, I cannot predict future events.

Table 3.1: Motivation example for structural pattern extrapolation using in-context learning

custom-designed architectures. Our findings are as follows: (1) LLMs demonstrate the ability to make pre-

dictions about future facts using ICL without requiring any additional training. Moreover, these models

show comparable performance to supervised approaches, falling within the (-3.6%, +1.5%) Hits@1 margin,

relative to the median approach for each dataset; (2) LLMs perform almost identically when we replace

entities’ and relations’ lexical names with numerically mapped indices, suggesting that the prior semantic

knowledge is not a critical factor for achieving such a high performance; and (3) LLMs outperform the

best heuristic rule-based baseline on each dataset (i.e., the most frequent or the most recent, given the

historical context) by (+10%, +28%) Hits@1 relative margin, indicating that they do not simply select the

output using frequency or recency biases in ICL [269].

3.2.2 Temporal Knowledge Graph Forecasting: Problem Formulation

Formally, a TKG, G = (V,R, E , T ), is comprised of a set of entities V , relationsR, facts E , and timestamps

T . Moreover, since time is sequential, G can be split into a sequence of time-stamped snapshots, G =

{G1,G2, . . . ,Gt, . . .}, where each snapshot, Gt = (V,R, Et), contains the facts at a specific point in time

t. Each fact f ∈ Et is a quadruple (s, p, o, t) where s, o ∈ V , p ∈ R, and t ∈ T . The TKG forecasting

task involves predicting a temporally conditioned missing entity in the future given a query quadruple,

(?, p, o, t) or (s, p, ?, t), and previous graph snapshots G1:t−1 = {G1,G2, . . . ,Gt−1}. Here, the prediction

typically involves ranking each entity’s assigned score.
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3.2.3 In-context Learning for Temporal Knowledge Graph Forecasting

In this work, we focus on 1) modeling appropriate history Eq for a given query quadruple q, 2) convert-

ing {Eq, q} into a prompt θq , and 3) employing ICL to get prediction yq ∼ PLLM(yq | θq) in a zero-

shot manner. Here, the history Eq is modeled on the facts from the previous graph snapshots G1:t−1 =

{G1,G2, . . . ,Gt−1}, and we employ token probabilities for yq to get ranked scores of candidate entities in

a zero-shot manner. In the rest of this section, we study history modeling strategies, response generation

approaches, prompt construction templates, and common prediction settings.

History Modeling. To model the history Eq , we filter facts that the known entity or relation in the

query q has been involved in. Specifically, given the query quadruple q = (s, p, ?, t) under the object

entity prediction setting, we experiment with two different aspects of historical facts:

(1) Entity vs. Pair. Entity includes past facts that contain s, e.g., all historical facts related to Super-

bowl. In contrast, Pair includes past facts that contain both s and p, e.g., a list of (Superbowl, Champion,

Year) as shown in Table 3.1;

(2) Unidirectional vs. Bidirectional. Unidirectional includes past facts F wherein s (Entity) or

(s, p) (Pair) is in the same position as it is in q (e.g., Unidirectional & Pair – s and p served as subject

and predicate in f ∈ F ). Bidirectional includes past facts F wherein s (Entity) or (s, p) (Pair)

appear in any valid position (e.g., Bidirectional & Entity – s served as subject or object in f ∈ F ).

As an example of the Bidirectional setting, given q = (Superbowl, Champion, ?, 2023), we include f =

(Kupp, Played, Superbowl, 2022) because s (i.e., Superbowl) is present as the object in f . Moreover, in the

Bidirectional setting, to preserve the semantics of the facts in the Eq , we transform the facts where s

appears as an object by 1) swapping the object and subject and 2) replacing the relation with its uniquely

defined inverse relation (e.g., (fs, fp, fo, ft) → (fo, f
−1
p , fs, ft)).
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Response Generation. Given a prompt θq , we pass it to an LLM to obtain the next token probabilities.

Then, we use the obtained probabilities to get a ranked list of entities. However, obtaining scores for

entities based on these probabilities is challenging as they may be composed of several tokens. To address

this challenge, we utilize a mapped numerical label as an indirect logit to estimate their probabilities [141].

Category Prompt

Lexical
L(·)

2000: [Superbowl, Champion, 0. St Louis]

2001: [Superbowl, Champion, 1. Baltimore]

. . .

2023: [Superbowl, Champion,

Index
I(·)

2000: [0, 0, 0. 0]

2001: [0, 0, 1. 1]

. . .

2023: [0, 0,

Table 3.2: Prompt example of in-context learning for temporal
knowledge graph forecasting

Prompt Construction. Given the his-

tory Eq and query q, we construct a prompt

using a pre-defined template θ. Specif-

ically, given the query quadruple q =

(s, p, ?, t) under the object entity predic-

tion setting, we present two versions of

the template θwith varying levels of infor-

mation. Our assumption is that each en-

tity or relation has an indexed I(·) (e.g.,

0) and a lexical L(·) (e.g., Superbowl) form

(See Table 3.2).

Index. Index displays every fact, (fs,

fp, fo, ft) ∈ E using the “ft:[I(fs), I(fp),

nfo . I(fo)]” template where fs, fo ∈ V , fp ∈ R, ft ∈ T , nfo denotes an incrementally assigned numerical

label (i.e., indirect logit), and I is a mapping from entities to unique indices. For example, in Table 3.1, we

can use the following mappings are for the entities and relations, respectively: {Superbowl → 0, St Louis→

1, Baltimore → 2} and {Champion → 0}. The query q is then represented as “t:[I(s), I(p),”, concatenated

to the end of the prompt. For subject entity prediction, we follow the same procedure from the other side.
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Lexical. Lexical follows the same process as Index but uses lexical form L(·) of entity and relation.

Each fact in (fs, fp, fo, ft) ∈ E is represented as “ft:[L(fs),L(fp), nfo . L(fo)]” and the query q is repre-

sented as “t:[L(s),L(p),”, concatenated to the end of the prompt.

Prediction Setting. All the historical facts in the dataset are split into three subsets, Dtrain, Dvalid, and

Dtest, based on the chronological order with train < valid < test. Given this split, during the evaluation

phase, the TKG forecasting task requires models to predict over Dtest under the following two settings:

(1) Single Step. In this setting, for each test query, the model is provided with ground truth facts from

past timestamps in the test period. Hence, after making predictions for a test query in a specific timestamp,

the ground truth fact for that query is added to the history before moving to the test queries in the next

timestamp.

(2) Multi Step. In this setting, the model is not provided with ground truth facts from past timestamps

in the test period and has to rely on its noisy predictions. Hence, after making predictions for a test query

in a specific timestamp, instead of the ground truth fact for that query, we add the predicted response

to the history before moving to the test queries in the next timestamp. This setting is considered more

difficult as the model is forced to rely on its own noisy predictions, which can lead to greater uncertainty

with each successive timestamp.

3.2.4 Experimental Setup

For our experiments, we use the WIKI [118], YAGO [159], ICEWS14 [62], and ICEWS18 [98] benchmark

datasets with the unified splits introduced in previous studies [64]. Additionally, we extract a new tem-

poral forecasting dataset from the Armed Conflict Location & Event Data Project (ACLED) project∗ which

provides factual data of crises in a particular region. We specifically focus on incidents of combat and

violence against civilians in Cabo Delgado from January 1900 to March 2022, using data from October
∗https://data.humdata.org/organization/acled
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2021 to March 2022 as our test set. This dataset aims to investigate whether LLMs leverage prior semantic

knowledge to make predictions and how effective they are when deployed in real-world applications.

Evaluation We evaluate the models on well-known metrics for link prediction: Hits@k, with k =

1, 3, 10. Following [64], we report our results in two evaluation settings: 1) Raw retrieves the sorted

scores of candidate entities for a given query quadruple and calculates the rank of the correct entity; and

2) Time-aware filter also retrieves the sorted scores but removes the entities that are valid predictions

before calculating the rank, preventing them from being considered errors. To illustrate, if the test query

is (NBA, Clinch Playoff, ?, 2023) and the true answer is Los Angeles Lakers, there may exist other valid

predictions such as (NBA, Clinch Playoff, Milwaukee Bucks, 2023) or (NBA, Clinch Playoff, Boston Celtics,

2023). In such cases, the time-aware filter removes these valid predictions, allowing for accurate determi-

nation of the rank of the “Los Angeles Lakers.” In this paper, we present performance with the time-aware

filter.

ICL Implementation Details. We implement frameworks using PyTorch [179] and Hugging face [241].

We first collate the facts f ∈ Dtest based on the identical test query to eliminate any repeated inference.

To illustrate, suppose there exist two facts in the test set denoted as (s, p, a, t) and (s, p, b, t) in the object

prediction scenario. We consolidate these facts into (s, p, [a, b], t) and forecast only one for (s, p, ?, t).

Subsequently, we proceed to generate an output for each test query with history by utilizing the model,

obtaining the probability for the first generated token in a greedy approach, and sorting the probability.

The outputs are deterministic for every iteration. We retain the numerical tokens corresponding to the

numerical label n that was targeted, selected from the top 100 probability tokens for each test query. To

facilitate multi-step prediction, we incorporate the top-k predictions of each test query as supplementary

reference history. In this paper, we present results with k = 1. It is important to acknowledge that the

prediction may contain minimal or no numerical tokens as a result of inadequate in-context learning. This
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Single-Step Train YAGO WIKI ICEWS14 ICEWS18 ACLED-CD22

H@1 H@3 H@10 H@1 H@3 H@10 H@1 H@3 H@10 H@1 H@3 H@10 H@1 H@3 H@10

RE-GCN [136] ✓ 0.787 0.842 0.884 0.747 0.817 0.846 0.313 0.473 0.626 0.223 0.367 0.525 0.446 0.545 0.608
xERTE [79] ✓ 0.842 0.902 0.912 0.703 0.785 0.801 0.330 0.454 0.570 0.209 0.335 0.462 0.320 0.445 0.497
TLogic [151] ✓ 0.740 0.789 0.791 0.786 0.860 0.870 0.332 0.476 0.602 0.204 0.336 0.480 0.009 0.045 0.094
TANGO [80] ✓ 0.590 0.646 0.677 0.483 0.514 0.527 0.272 0.408 0.550 0.191 0.318 0.462 0.327 0.482 0.599

Timetraveler [217] ✓ 0.845 0.908 0.912 0.751 0.820 0.830 0.319 0.454 0.575 0.212 0.325 0.439 0.240 0.315 0.457

GPT-NeoX [13] (Entity) ✗ 0.784 0.891 0.927 0.694 0.804 0.844 0.324 0.460 0.565 0.192 0.313 0.414 0.324 0.492 0.604
GPT-NeoX [13] (Pair) ✗ 0.787 0.892 0.926 0.721 0.812 0.847 0.297 0.408 0.482 0.196 0.307 0.402 0.317 0.440 0.566

Multi-Step Train YAGO WIKI ICEWS14 ICEWS18 ACLED-CD22

H@1 H@3 H@10 H@1 H@3 H@10 H@1 H@3 H@10 H@1 H@3 H@10 H@1 H@3 H@10

RE-GCN [136] ✓ 0.717 0.776 0.817 0.594 0.648 0.678 0.278 0.421 0.575 0.195 0.326 0.475 0.421 0.464 0.502
RE-Net [98] ✓ 0.534 0.613 0.662 0.472 0.507 0.530 0.278 0.408 0.549 0.184 0.314 0.461 0.238 0.445 0.563
CyGNet [277] ✓ 0.613 0.742 0.834 0.525 0.624 0.675 0.266 0.402 0.545 0.166 0.295 0.444 0.408 0.500 0.588
TLogic [151] ✓ 0.631 0.706 0.715 0.613 0.663 0.682 0.265 0.395 0.531 0.155 0.272 0.412 0.009 0.045 0.094

GPT-NeoX [13] (Entity) ✗ 0.686 0.793 0.840 0.543 0.622 0.655 0.247 0.363 0.471 0.136 0.224 0.321 0.319 0.417 0.500
GPT-NeoX [13] (Pair) ✗ 0.688 0.793 0.839 0.570 0.625 0.652 0.236 0.324 0.395 0.155 0.245 0.331 0.289 0.410 0.464

Table 3.3: Performance (Hits@K) comparison between supervised models and ICL for temporal knowledge
graph forecasting

can lead to problems when evaluating rank-based metrics. To mitigate this, we have established a protocol

where the rank of the actual value within the predictions is assigned a value of 100, which is considered

incorrect according to our evaluation metric.

3.2.5 Experimental Results

In this section, we present a multifaceted performance analysis of ICL under Index & Unidirection

prompt strategy for both Entity and Pair history.

Q1: How well does ICL fare against the supervised learning approaches? We present a compara-

tive analysis of the top-performing ICL model against established supervised learning methodologies for

TKG reasoning, which are mostly based on graph representation learning. As evident from the results in

Table 3.3, GPT-NeoX with a history length of 100 shows comparable performance to supervised learning

approaches, without any fine-tuning on any TKG training dataset.

Q2: How do frequency and recency biases affect ICL’s predictions? To determine the extent to

which LLMs engage in pattern analysis, beyond simply relying on frequency and recency biases, we run a

comparative analysis between GPT-NeoX and heuristic-rules (i.e., frequency& recency) on the ICEWS14
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Single-Step ICEWS14 ICEWS18

H@1 H@3 H@10 H@1 H@3 H@10

frequency 0.243 0.387 0.532 0.141 0.265 0.409
recency 0.228 0.387 0.536 0.120 0.242 0.403

GPT-NeoX (Entity) 0.324 0.460 0.565 0.192 0.313 0.414
GPT-NeoX (Pair) 0.297 0.408 0.482 0.196 0.307 0.402

(a) Single-step

Multi-Step ICEWS14 ICEWS18

H@1 H@3 H@10 H@1 H@3 H@10

frequency 0.222 0.349 0.460 0.121 0.207 0.307
recency 0.151 0.268 0.423 0.074 0.149 0.266

GPT-NeoX (Entity) 0.247 0.363 0.471 0.136 0.224 0.321
GPT-NeoX (Pair) 0.236 0.324 0.395 0.155 0.245 0.331

(b) Multi-step

Table 3.4: Performance (Hits@K) comparison between rule-based predictions and ICL for temporal knowl-
edge graph forecasting

YAGO WIKI ICEWS14 ICEWS180.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8 Single-step, Unidirection, Entity, History Length = 100

Original
Time-removed
Time-removed & Shuffle

Figure 3.2: Performance (Hit@1) comparison between w/ and w/o time, and w/ shuffling in ICL for tem-
poral knowledge graph forecasting

dataset, with history length set to 100. frequency identifies the target that appears most frequently in

the provided history while recency selects the target associated with the most recent fact in the provided

history. The reason for our focus on ICEWS is that each quadruple represents a single distinct event in time.

In contrast, the process of constructing YAGO and WIKI involves converting durations to two timestamps

to display events across the timeline. This step has resulted in recency heuristics outperforming all of

the existing models, showcasing the shortcoming of existing TKG benchmarks. The experimental results

presented in Table 3.4 demonstrate that ICL exhibits superior performance to rule-based baselines. This

finding suggests that ICL does not solely rely on specific biases to make predictions, but rather it actually

learns more sophisticated patterns from historical data.

Q3: How does ICL use the sequential and temporal information of events? To assess the abil-

ity of LLMs to comprehend the temporal information of historical events, we compare the performance

of prompts with and without timestamps. Specifically, we utilize the original prompt format, “ft:[I(fs),
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I(fr), nfo . I(fo)]”, and the time-removed prompt format, “[I(fs), I(fr), nfo . I(fo)]”, make the compari-

son. Additionally, we shuffle the historical facts in the time-removed prompt format to see how the model

is affected by the corruption of sequential information. Figure 3.2 shows that the absence of time refer-

ence can lead to a deterioration in performance, while the random arrangement of historical events may

further exacerbate this decline in performance. This observation implies that the model has the capability

to forecast the subsequent event by comprehending the sequential order of events.

Single-Step Prompt
ICEWS14

H@1

gpt-3.5-turbo index 0.1615

gpt-3.5-turbo lexical 0.1858

Table 3.5: Performance (Hits@1) comparison
between index and lexical in ICL for tempo-
ral knowledge graph forecasting

Q4: How does instruction tuning affect ICL’s per-

formance? To investigate the impact of instruction

tuning on ICL, we employ the gpt-3.5-turbo model

withmanually curated system instruction. Since the size

of this model is not publicly disclosed, it is challenging

to make direct comparisons with other models featured

in this paper. Moreover, since this model does not pro-

vide output probabilities, we are only able to report the

Hit@1 metric. Table 3.5 showcases that the performance of the lexical prompts exceeds that of the

index prompts by 0.024, suggesting that instruction-tuned models can make better use of semantic priors.

This behavior is different from the other foundation LLMs, where the performance gap between the two

prompt types was insignificant (See Figure 3.5 (a)).

Q5: How does history length affect ICL’s performance? To evaluate the impact of the history length

provided in the prompt, we conduct a set of experiments using varying history lengths. For this purpose,

we use the best performing prompt format for each benchmark, i.e., Entity forWIKI, YAGO, ICEWS18, and

Pair for ICEWS14. Our results, as shown in Figure 3.3, indicate a consistent improvement in performance

as the history length increases. This suggests that the models learn better as additional historical facts
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Figure 3.3: Performance (Hit@1) adheres to the scal-
ing law based on the history length in ICL for tem-
poral knowledge graph forecasting
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Figure 3.4: Performance (Hit@1) adheres to the scal-
ing law based on the model size in ICL for temporal
knowledge graph forecasting

are presented. This observation is connected to few-shot learning in other domains, where performance

improves as the number of examples per label increases. However, in our case, the historical patterns

presented in the prompt do not explicitly depict the input-label mapping but rather aid in inferring the

next step.

Q6: What is the relation between ICL’s performance and model size? Here, we analyze the con-

nection between model size and performance. Our results, as presented in Figure 3.4, conform to the

expected trend of better performance with larger models. This finding aligns with prior works showing

the scaling law of in-context learning performance. Our findings are still noteworthy since they show how

scaling model size can facilitate more powerful pattern inference for forecasting tasks.

3.2.6 Ablation Study: Understanding Prompt Effects

To determine the most effective prompt variation, we run a set of experiments on all prompt variations,

using GPT-J [227] and under the single-step setting.

Index vs. Lexical Our first analysis compares the performance of index and lexical prompts. This

investigation aims to determine whether the model relies solely on input-label mappings or if it also incor-

porates semantic priors from pre-training to make predictions. Our results (Figure 3.5 (a)) show that the
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(a) Index vs. Lexical
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(b) Unidirection vs. Bidirection
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0.8 Index, Unidirection, History Length = 100
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Pair

(c) Entity vs. Pair

Figure 3.5: Performance (Hit@1) analysis on prompt variation in ICL for temporal knowledge graph fore-
casting.

performance is almost similar (±4e− 3 on average) across the datasets. This finding is aligned with pre-

vious studies indicating that foundation models depend more on input-label mappings and are minimally

impacted by semantic priors [238].

Unidirectional vs. Bidirectional We next analyze how the relation direction in the history model-

ing impacts the performance. This analysis aims to ascertain whether including historical facts, where

the query entity or pair appears in any position, can improve performance by offering a diverse array

of historical facts. Our results (Figure 3.5 (b)) show that there is a slight decrease in performance when

Bidirectional history is employed, with a significant drop in performance observed particularly in the

ICEWS benchmarks. These observations may be attributed to the considerably more significant number

of entities placed in both subject and object positions in ICEWS benchmarks than YAGO and WIKI bench-

marks. This finding highlights the necessity of having robust constraints on the historical data for ICL to

comprehend the existing pattern better.

Entity vs. Pair Finally, we examine the impact of the history retrieval query on performance. Our hy-

pothesis posits that when the query is limited to a single entity, we can incorporate more diverse historical

facts. Conversely, when the query is a pair, we can acquire a more focused set of historical facts related to

the query. Our results (Figure 3.5 (c)) indicate that the performance of the model is dependent on the type
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of data being processed. Specifically, the WIKI and ICEWS18 benchmarks perform better when the query

is focused on the entity, as a broader range of historical facts is available. In contrast, the ICEWS14 bench-

mark performs better when the query is focused on pairs, as the historical facts present a more focused

pattern.

3.3 In-context Learning for Semantic Extrapolation

3.3.1 Introduction

This section explores in-context learning for semantic extrapolation by user simulation task, which the

ability of large language models (LLMs) to simulate a user’s communication style and behavior by con-

ditioning on their past dialogue history. Unlike task-oriented settings, this focuses on modeling open-

domain, long-term conversations where the goal is to maintain coherent, emotionally intelligent personas

over time.

Achieving this ability is crucial for developing engaging chatbots that can remember previous inter-

actions and respond with empathy, both of which are key aspects of emotional intelligence (EI) [70, 161].

However, evaluating large language models (LLMs) in this context is challenging. A key obstacle lies in

collecting real-world, human-to-human conversations featuring the same individuals over extended pe-

riods, ensuring consistent personas—an important factor for passing the Turing test [221, 226]. To address

this, recent efforts have turned to LLMs to simulate long-term dialogues between two human participants,

resulting in synthetic conversation datasets [108, 94, 270, 53, 158]. Yet, questions remain about whether

these simulated dialogues genuinely capture the nuances of real-world human interaction.

Here, we introduce REALTALK, a real-world, long-term dialogue dataset featuring pairs of individuals

who initially connected through messaging apps. Over 21 days, 10 participants each engaged in two sepa-

rate conversations with different partners, capturing evolving communication patterns. This resulted in a

32



total of 10 unique conversations, each spanning approximately 21 sessions. These daily or near-daily inter-

actions amounted to over 16,000 words per conversation (Section 3.3.2). The structure of these dialogues

parallels the approach used in LoCoMo [158], where LLMs engage in extended conversations, exchanging

small talk, and the occasional image. By collecting human dialogues of comparable length, REALTALK

enables direct comparisons between real-world and LLM-simulated conversations.

Using our data, we analyze two key aspects of real-world long-term dialogues that distinguish them

from LLM-simulated conversations.

Day 2

I have a job 
interview on Friday.

Wish you the best of luck!

How did your 
interview go?

It didn’t work out well, but I’m 
hopeful about the next one.

Day 10

Sorry to hear that, but I’m 
glad you’re staying positive!

Day 2

I’m so stressed about 
my interview on Friday.

Ugh, I totally feel you. 
You’ve got this!

Hey, how did 
the interview go?

It didn’t work out… 
I’m so bummed right now.

Day 10

Aw man, that sucks.

Self-reflection

(b) Human - Human

Intimacy
Progression

Grounding
(follow-up)

(a) LLM - LLM

Empathy

Negative 
emotion

Figure 3.6: Comparison between LLM-simulated dia-
logues and real-world human dialogues.

First, we examine emotional intelligence

(EI) by comparing authentic human conversations

with LLM-generated dialogues using a dialogue-

level EI assessment (Section 3.3.2.2 - 3.3.2.3). Our

findings show that real conversations gradually

build intimacy over time [5, 45], featuring a wide

emotional range, whereas LLM-simulated chats of-

ten begin at a high intimacy level, predominantly

maintain a positive tone, and display excessive em-

pathy—even amid negative topics (See Figure 3.6).

Next, we explore persona consistency, investi-

gating whether individuals maintain a stable per-

sona across multiple conversations and assessing

how well models capture these shifts or continu-

ities over time.

Our analysis reveals that human conversa-

tional styles naturally fluctuate based on context,
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reflecting variations in emotional intelligence. In contrast, LLMs—despite being prompted with distinct

personas—exhibit only minimal differences, struggling to adapt and replicate nuanced persona shifts over

extended interactions.

Building on these insights, we introduce persona simulation benchmark to evaluate model perfor-

mance in long-term dialogues. Maintaining a consistent persona is key to fostering trust, engagement, and

personalization in AI interactions. This task assesses howwell an LLM can simulate an individual’s unique

persona by continuing a conversation a dialogue given prior context. We evaluate the model’s ability to

reproduce a user’s next message and match their EI attributes. Our experimental results show that models

struggle to simulate a user solely from dialogue history. However, fine-tuning on a specific user’s chat

history improves persona emulation.

3.3.2 User Simulation: Dataset (REALTALK) and Evaluation Metrics

3.3.2.1 Dataset: REALTALK

To study real-world human dialogues, we first collect REALTALK, a dataset of 10 long-term conversations.

We recruited 10 participants, pairing them to engage in conversations over 21 days. Once the conversa-

tionswere collected, a separate group of annotators, distinct from the participants, labeledmemory probing

question-answer pairs for each conversation C to evaluate LLM memory retention capabilities. Addition-

ally, they annotated speaker events for each session Si ∈ C to track contextual information over time.

We provided specific guidelines to each participant, requiring them to send at least 50 messages to their

conversation partner each day.

Participants. We recruited 10 participants who are native speakers from the US, aged between 18 and

25, with an approximately equal gender distribution. All participants provided signed release forms prior

to the study.
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Guidelines. We asked participants to engage in friendly, natural conversations that include small talk,

personal stories, and occasional image sharing to create a realistic chat experience. Conversations should

feel casual and relatable, with references to time and place (e.g., “last friday” or “when I was a kid”) and

should cover topics such as daily events, personal interests, and pop culture. Each session should feel

like a conversation between friends, with participants sharing opinions and experiences. Moreover, we

encouraged participants to thoughtfully integrate images into the conversation, sourcing them from the

internet under a Creative Commons license and avoiding explicit descriptions of the image content. We

also advised against using imageswith identifiable faces representing the participant directly and requested

consistency if such images are reused across sessions.

Dataset Dialogue Participants # Turns / C # Session / C # Tokens / C Multimodal Collection

MemoryBank [270] Human-AI 3.7 10 257.8 ✗ LLM-simulated
LongMemEval [243] Human-AI 9.8 50.2 1,572.3 ✗ LLM-simulated

SODA [108] Human-Human 7.6 1 122.4 ✗ LLM-simulated
Conversation Chronicles [95] Human-Human 58.5 5 1,054.7 ✗ LLM-simulated
LoCoMo [158] Human-Human 588.2 27.2 13,377.2 ✓ LLM-simulated

MPChat [3] Human-Human 2.8 1 53.3 ✓ Reddit
MMDialog [57] Human-Human 4.6 1 72.5 ✓ Social media
Daily Dialog [135] Human-Human 7.9 1 114.7 ✗ Crowdsourcing
MSC [249] Human-Human 53.3 4 1,225.9 ✗ Crowdsourcing
REALTALK Human-Human 894.4 21.9 17,109.8 ✓ Crowdsourcing

Table 3.6: Data statistics comparison between REALTALK and others in ICL for persona simulation

3.3.2.2 Evaluation Metrics: Emotional Intelligence

To systematically compare real-world and LLM-generated dialogues, and to evaluate persona consistency

and simulation quality, we develop a comprehensive EI evaluation framework.

Problem formulation. Each conversation C consists ofmultiple sessionsSi, such that C = {S1,S2, . . . ,Sm},

wherem is the total number of sessions in the conversation. Each session Si consists of a sequence of mes-

sages exchanged between two speakers such that Si = {Ms1,1,Ms2,2, . . . ,Msn,n} where Msj ,j repre-

sents the j-th message in the session, sent by speaker sj ∈ {1, 2}. Unlike structured turn-taking, the order
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of messages can be variable, and a speaker may send consecutive messages (e.g., multiple chat bubbles in

a row), reflecting the natural flow of real-world conversations. To maintain coherence, we concatenate

consecutive messages from the same speaker into a single message before analysis.

Message-level EI Attributes. We measure the following EI attributes for each individual messageM:

1. Reflectiveness (R(M)): A boolean indicator that captures whether a speaker explicitly recognizes

and describes their own emotions, thoughts, or reactions. For example, statements like “I think I’m

feeling this way because...” signal self-reflection. We use an LLM-based classification to label each

turn as reflective or not.

2. Grounding Act (G(M)): A boolean indicator that captures whether a speaker uses acts—such as

clarifying questions or follow-ups—that are essential for building common ground and preventing

misunderstandings [34, 35, 205]. We use an LLM-based classification to label each turn as grounding

or not.

3. Emotion, Sentiment, and Intimacy (E(M), S(M), I(M)): E(M) and S(M) represent the

speaker’s emotion and sentiment labels, respectively. Emotion is classified into 11 predefined cate-

gories (e.g., anger, fear, joy), while sentiment is classified into 3 categories (positive, negative, neu-

tral). I(M) is a floating-point value that indicates the speaker’s level of intimacy. These attributes

are measured using models trained for emotion, sentiment, and intimacy classification, leveraging

annotated data from Twitter [7]. While LLMs could be used, fine-tuned models offer comparable or

slightly better performance with significantly lower cost, making themmore practical for large-scale

evaluation [190].

4. Empathy (EP (M)): A floating-point score capturing the speaker’s empathy. It includes three

components: emotional reaction, interpretation, and exploration. Each is scored by the LLM on a
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0–2 Likert scale using the EPITOME framework [209]. The final empathy score is the sum of these

three components.

Speaker-level EI Evaluation. To assess a speaker’s overall emotional intelligence (EI), we aggregate

message-level EI attributes into five categories based on Goleman’s EI framework [70]:

1. Self-awareness. This reflects a speaker’s ability to recognize and articulate emotions and perspec-

tives. It is measured using two metrics:

(a) Reflective frequency measures how often a speaker engages in self-reflection:

reflective_frequency(s) =
∑

M∈Ms
R(M)

|Ms|

(b) Emotion & Sentiment Diversity captures the range of emotions or sentiments expressed by a

speaker s, computed using entropy. Let L be the set of sentiment labels (positive, negative, neutral),

and ps(x) the proportion of label x ∈ L in the speaker’s messagesMs:

ps(x) =

∑
M∈Ms

1(S(M) = x)

|Ms|
,

sentiment_diversity(s) = −
∑
x∈L

ps(x) · log2 ps(x).

Emotion diversity is calculated analogously by replacing S(M) with E(M).

2. Motivation. A speaker’s engagement in maintaining the conversation, measured by grounding fre-

quency—the proportion of messages with grounding acts:

grounding_frequency(s) =
∑

M∈Ms
G(M)

|Ms|
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3. Social Skills. A speaker’s ability to foster trust and engagement, captured by intimacy progression,

assuming intimacy naturally increases over time.

The average intimacy per session Si is:

intimacy_average(s,Si) =

∑
M∈MSi

s
I(M)

|MSi
s |

where MSi
s is the set of messages from speaker s in session Si. Intimacy progression is modeled

using:

linear_progression(s) = a, where y = a · x+ b

exp_progression(s) = b, where y = a · eb·x

4. Self-regulation. This reflects a speaker’s ability to maintain emotional and sentiment stability

during interaction. It is evaluated using two metrics:

(a) Emotion & Sentiment Stability:

stability(s) =
∑|Ms|

k=2 1(E(M(k)
s ) = E(M(k−1)

s ))

|Ms| − 1

The same formula applies to sentiment by replacing E(M) with S(M).

(b) Emotion & Sentiment Alignment:

alignment(s) =
∑

k 1(E(M(k)
s ) = E(M(k)

p ))

|Ms|

whereM(k)
p is the corresponding partner message. Sentiment alignment is computed similarly.
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5. Empathy. The average empathy score across a speaker’s messages:

empathy(s) =
∑

M∈Ms
EP (M)

|Ms|

where EP (M) is the empathy score for messageM.

3.3.2.3 Data Insights from REALTALK

This section analyzes the collected data, starting with general observations and statistics. Next, we com-

pare our dataset with LLM-generated dialogues, focusing on speaker-level emotional intelligence (EI) met-

rics. Finally, we examine persona consistency in real-world conversations, leveraging the fact that each

speaker participates in at least two conversations.

Data Statistics & General Observations The dataset comprises 10 participant pairs engaging in 16–21

days of conversation, with daily word counts ranging from 691 to 861. Participants share 23–46 images

per pair and revisit topics 6–8 times, showcasing sustained and rich interactions. Three key characteris-

tics distinguish real-world human dialogues from LLM-generated dialogues: First, Human dialogues are

inherently noisy, featuring typos, abbreviations, acronyms, and slang (e.g., “imo” for “in my opinion” and

“dunno” for “don’t know”), reflecting the informal and natural flow of communication. Second, human

conversations exhibit noticeable gaps between messages unlike LLM-generated dialogues, reflecting asyn-

chronous and flexible communication. On average, participants take 20.98 minutes to respond, with a

median gap of 2.22 minutes. Some gaps extend up to 27.90 hours, highlighting the non-linear nature of

real-world interactions. Third, human dialogues often include varying lengths of consecutive messages

(i.e., chat bubbles) by the same speaker, reflecting diverse communication patterns. On average, partici-

pants send 2.31 consecutive messages per turn, with a median of 2.00 and a maximum of 68, showcasing

occasional extended monologues.
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Figure 3.7: Emotional intelligence comparison between LLM-simulated dialogues LoCoMo [158] and hu-
man dialogues REALTALK.

vs. LLM-generated Dialogues We evaluate speaker-level EI in real-world and LLM-generated dia-

logues using the LoCoMo dataset [158]. Speaker-level EI is derived from message-level EI: reflective-

ness, grounding acts, and empathy are computed using gpt-4o-mini, while sentiment, emotion, and

intimacy are classified using task-specific fine-tuned RoBERTa models trained on labeled Twitter data [7].

Each speaker in each conversation receives an independent EI score. Figure 3.7 illustrates key differences

between human (REALTALK) and LLM-generated (LoCoMo) dialogues by showing the distribution of

speaker EI scores: (1) Humans exhibit greater emotion and sentiment diversity, while LLMs remain con-

strained; (2) LLMs display excessive empathy; and (3) Humans show high variance in EI attributes, whereas

LLMs are more uniform, aligning with prior research [119].

High emotional intelligence—characterized by strong grounding, emotional alignment, and intimacy

progression—enhances engagement and relationship-building [5, 83, 45, 88, 173]. However, since human

EI naturally varies across individuals and interactions, enforcing uniformly high EI in LLMs does not make

them more human-like. Instead, tailoring LLMs to specific individuals better reflects the diverse dynamics

of real human interactions.

PersonaConsistencyAnalysis We examine how speakers adapt their emotional intelligence (EI) based

on their conversational partners. Figure 3.8 shows absolute differences in EI attributes per participant,
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Figure 3.8: Persona consistency of individual speaker across two conversations, capturing how their emo-
tional intelligence varies depending on their conversational partners.

capturing persona variability across interactions: (1) Some participants maintain a stable persona, while

others dynamically adapt their EI; and (2) Intimacy progression shows the most variation, suggesting that

rapport-building is highly influenced by the specific conversational partner. These findings indicate that

a speaker’s persona is flexible and adjusts according to social dynamics, reflecting adaptive emotional

behavior.

3.3.3 In-context Learning for User Simulation

We simulate a speaker’s next message M̂t based on prior conversation historyHt = {M1, ...,Mt−1} and

compare it to the ground truth Mt. The input consists of a system and user prompt, where the system

defines the user’s persona and task, while the user prompt provides the dialogue history. The output serves

as ground truth for evaluation.
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System:

You are {opponent_speaker}. Continue the conversation.

Output only the message, not the speaker name.

User:

{previous conversation}

{speaker}

Assistant:

{speaker’s original message}

3.3.4 Experimental Setup

Each speaker participates in two conversations (Ca and Cb), allowing us to evaluate two baselines: (1) w/o

fine-tuning: A generic LLM tested on Cb; and (2)w/ fine-tuning: An LLM fine-tuned on Ca and tested on

Cb. We choose the conversation with lower overall EI as Cb. During both training and testing, we use the

prompt “You are {speaker name}. Continue the conversation.” along with the previous conversation history.

The speaker’s original message serves as the ground truth for this prompt. To measure how effectively

the model simulates the speaker, we compare message-level EI attributes of predicted and ground truth

messages using (1) accuracy for categorical and boolean attributes (i.e., reflectiveness, grounding act, sen-

timent, and emotion); and (2) absolute difference for continuous attributes (i.e., intimacy, empathy). Lower

absolute difference and higher accuracy indicate stronger simulation accuracy. Additionally, we compare

lexical and semantic similarity between M̂t andMt, using ROUGE [140] and BERTScore [267].
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Figure 3.9: Impact of context in user simulation

3.3.5 Experimental Results

We analyze the role of conversational context in in-context persona simulation by varying the amount of

dialogue history provided to the model. If performance remains unchanged despite additional context, it

suggests that the model relies primarily on its parametric knowledge, rather than adapting to the speaker’s

style from context. As shown in left figure in Figure 3.9, increasing the length of prior conversation does

not consistently improve message-level EI or reveal meaningful trends. These results indicate that LLMs

struggle to simulate user personas based solely on in-context dialogue history.

3.3.6 Ablation Study: Towards Better User Simulation through Fine-tuning

We explore whether fine-tuning improves an LLM’s ability to simulate a speaker’s responses given con-

versational context. A potential approach is to train on all Ca conversations and evaluate on Cb. However,

this risks data leakage, as a speaker in Ca may appear in Cb. To ensure fairness, we train and test each

speaker separately. First, we train models using different amounts of conversation history as context and

test them with the same number of sessions used in training. However, we observe no clear pattern in-

dicating that increasing the amount of conversational context improves performance (See right figure in

43



Content Similarity Message-level EI (Emotional Intelligence)

Lexical ↑ Semantic ↑ Reflective ↑ Grounding ↑ Sentiment ↑ Emotion ↑ Intimacy ↓ Empathy ↓

w/o fine-tune 0.14 ± 0.04 0.76 ± 0.08 0.62 ± 0.13 0.40 ± 0.13 0.53 ± 0.22 0.43 ± 0.22 0.06 ± 0.01 1.80 ± 0.55
w/ fine-tune 0.14 ± 0.05 0.78 ± 0.04 0.77 ± 0.09 0.62 ± 0.08 0.59 ± 0.18 0.46 ± 0.21 0.07 ± 0.01 1.24 ± 0.12

Table 3.7: Performance comparison between with and without fine-tuning in ICL for user simulation

Figure 3.9. The results suggest that performance saturates after three sessions, implying that additional

context beyond this point does not provide further benefits.

However, when comparing a fine-tuned model trained with three sessions of context to a non-fine-

tuned version, we find that the model does learn the speaker’s unique style. Table 3.7 presents the average

performance across all speakers. Here, content similarity differences are not statistically significant, while

message-level EI differences are significant (p < 0.02 for all attributes).

The findings highlight three key insights: (1) Fine-tuning effectively captures a speaker’s style, includ-

ing emotion, sentiment, reflectiveness, grounding, and empathy; (2) While stylistic adaptation improves,

content similarity (lexical and semantic) remains largely unaffected; (3) Fine-tuning does not enhance in-

timacy, as intimacy emerges from mutual interaction rather than a single speaker’s style.

Overall, the results suggest that while the model does not learn how to use conversational context to

improve its simulation, it can learn the stylistic patterns of a speaker when trained exclusively on their

messages.

3.4 Summary

This section explored the capability of in-context learning (ICL) in LLMs by moving beyond traditional

few-shot task learning. We focused on extrapolation tasks where the context involves temporal or social

regularities, rather than explicit input-label exemplars.

Our findings show that ICL is highly effective for structural pattern extrapolation, where models

can generalize from statistical regularities in the input without semantic grounding, such as predicting
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future events from timestamped sequences. This demonstrates that LLMs possess strong capabilities for

surface-level pattern recognition when sufficient context is provided.

However, ICL struggles with semantic extrapolation tasks, where meaningful understanding of the

context is required—such as simulating a speaker’s persona based on prior dialogue. In these cases, increas-

ing contextual information does not consistently improve performance, showing the limits of in-context

generalization when the task requires deeper social or emotional reasoning.

These results suggest that while LLMs are strong pattern matchers, they often fail to internalize and

adapt to rich contextual signals in the absence of explicit supervision. Bridging this gap may require

newmodeling strategies that integrate contextual memory, user-specific adaptation, or grounded semantic

representations.
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Chapter 4

Contextual Supervision for Language Model Training

This chapter investigates whether explicitly incorporating context during training improves language

model performance and behavior. While most prior work emphasizes using context at inference time (e.g.,

in-context learning), we hypothesize that training models with contextual signals, such as task examples,

dialogue history, or human explanations, can enhance generalization, robustness, and label efficiency. We

explore this hypothesis through two forms of contextual supervision: (1) appending auxiliary context to

model inputs during training; and (2) using human-provided explanations as training signals. Each section

presents a specific mechanism and supporting experiments.

4.1 Background and Motivation

4.1.1 Explicitly Training Language Models with Context Improves Performance

A straightforward yet effective approach to enhancing language model performance is to explicitly incor-

porate contextual information during training. This involves appending auxiliary context, such as task

examples or dialogue history, to the model input both during training and inference.
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Figure 4.1: Experiment setting for training models with context

Formally, let x be the input instance and c be the contextual information (e.g., surrounding dialogue,

prior task examples). The model is trained on sequences of the form (c,x) → y and evaluated the cor-

rectness:

y ∼ PLM(y | c,x)

Empirically, we observe that this simple form of contextual supervision consistently improves model

performance across tasks. For instance, in named entity recognition (NER) and hate speech detection,

models trained with additional contextual input achieve higher accuracy and robustness, validating the

utility of context as a form of supervision.

4.1.2 Human Explanations as Context for Learning

Beyond task-specific context, a more nuanced and powerful form of contextual supervision comes from

human-provided explanations. These explanations can serve as weak or indirect supervision signals to

improve model generalization and enable behavior refinement.

We explore two key benefits of explanation-based contextual training:
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Figure 4.2: Experiment setting for each study in human explanations as context for learning

• Label-efficient learning with human-provided labeling explanation: Explanations help mod-

els understand the rationale behind a label, enabling generalization from fewer examples. This allows

the model to learn more efficiently and perform better on unseen instances [138, 124].

• Model refinement via explanation-guided regularization: Explanations can also be used to ad-

just model behavior post hoc. When explanations highlight flawed reasoning in the model’s outputs,

they can be used to update the model through targeted regularization, improving alignment with

human expectations [122].

This line of work demonstrates that explanations are not just useful at inference time for interpretabil-

ity, but also at training time as a rich contextual signal for improving performance and controllability.

4.2 Training Language Models with Context

This section explores how incorporating contextual information into the input during training can improve

model performance. We examine two settings: named entity recognition with task examples as contextual

prompts (Section 4.2.1), and social norm violation detection using surrounding dialogue history as context

(Section 4.2.2).
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(a) Prompt-based Learning for NER

Paris is the president of student union. 

(b) Demonstration-based Learning for NER

Paris is the president of student union. Paris is [MASK]. 

Paris is the president of student union. Paris is is [MASK]. 

Paris is the president of student union. president of is [MASK]. 

…

LM Head Paris is the president of student union. 

Paris is the president of student union. [SEP] Fischer is PER. [SEP] Seoul is LOC. [SEP]  

LM

…

…

Token Classifier

Figure 4.3: Overview of training for named entity recognition using in-context task examples

4.2.1 Training for Named Entity Recognition Using In-Context Task Examples

4.2.1.1 Introduction

Neural sequence models have become the de facto approach for named entity recognition (NER) and have

achieved state-of-the-art results on various NER benchmarks [114, 155, 147]. However, these data-hungry

models often rely on large amounts of labeled data manually annotated by human experts, which are ex-

pensive and slow to collect [87, 50], especially for specialized domains (e.g., research papers). To improve

NER performance on low-resource (label scarcity) settings, prior works seek auxiliary supervisions, such

as entity dictionary [181, 206, 250, 150] and labeling rules [197, 97], to either augment human-labeled

data with pseudo-labeled data, or incorporate meta information such as explanation [138, 124, 126], con-

text [230], and prompts [49, 37] to facilitate training. However, such methods have the following chal-

lenges: (1) human efforts to create auxiliary supervisions (e.g., dictionaries, rules, and explanations); (2)

high computational cost to make predictions. For example, [49] shows effectiveness on entity type predic-

tion given the entity span by constructing a prompt with the structure “[entity span] is [MASK]". However,

when the entity span is not given, cloze-style prompts need to be constructed over all the entity candi-

dates in the sentence with the structure “[entity candidate] is [MASK]" to make a prediction [37]. Such

brute-force enumerations are often expensive.

In this paper, we propose demonstration-based learning [60, 149], a simple-yet-effective way to incor-

porate automatically constructed auxiliary supervision. The idea was originally proposed in prompt-based
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learning to show some task examples before the cloze-style template so that the model can better under-

stand and predict the masked slot [60]. This paper proposes modified version of demonstration-based

learning for NER task. Instead of reformatting the NER task into the cloze-style template, we augment the

original input instances by appending automatically created task demonstrations and feed them into pre-

trained language models (PTLMs) so that the model can output improved token representations by better

understandings of the tasks. Unlike existing efforts which require additional human labor to create such

auxiliary supervisions, our model can be automatically constructed by picking up proper task examples

from the train data. Moreover, unlike approaches that need to change the format of token classification

into cloze-style mask-filling prediction which can neglect latent relationships among token labels, our ap-

proach can be applied to existing token classification module in a plug-and-play manner (See Figure 4.3

(a) vs (b)).

We investigate the effectiveness of task demonstration in two different low-resource settings: (1) in-

domain setting which is a standard NER benchmark settings where the train and test dataset come from

the same domain; and (2) domain-adaptation setting which uses sufficient labeled data in source domain

to solve new tasks in a target domain. Here, we study which variants of task demonstration are useful

to train an accurate and label-efficient NER model and further explore ways to adapt the source model to

target domain with a small amount of target data. We propose two ways of automatic task demonstration

construction: (1) entity-oriented demonstration selects an entity example per entity type from train data to

construct the demonstration. It allows the model to get a better sense of entity type by showing its entity

example; and (2) instance-oriented demonstration retrieves instance example similar to input sentence in

train data. It allows the model to get a better sense of the task by showing similar instances and their

entities.

We show extensive experimental results on CoNLL03, Ontonotes 5.0 (generic domain), and BC5CDR

(biomedical domain) over 3 different templates and 5 selection/retrieval strategies for task demonstrations.
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(a) Entity-Oriented Demonstration
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Figure 4.4: Task examples as context for training named entity recognition

For entity-oriented demonstration, we present 3 selection strategies to choose appropriate entity example

per entity type: (1) random randomly selects entity example per entity type; (2) popular selects the entity

example which occurs the most per entity type in the train data; and (3) search selects the entity ex-

ample per entity type that shows the best performance in the development set. And for instance-oriented

demonstration, we present 2 retrieval strategies to choose appropriate instance example (SBERT [192] vs.

BERTScore [263]).

Our findings include: (1) good demonstration can save many labeled examples to reach a similar level

of performance in low-resource settings. Our approach consistently outperforms standard fine-tuning by

up to 3 points in terms of F1 score (p-value < 0.02); (2) demonstration becomes more effective when we

also provide context. For example, not only showing ‘Fischler is PER’, but also the sentence that contains

‘Fischler’ as person, such as ‘France backed Fischler’s proposal’; and (3) consistency in demonstration

contributes to better performance. Our experiments show that using consistent demonstration for all

instances rather than varying per instance lead to better performance

4.2.1.2 Named Entity Recognition: Problem Formulation

In this section, we introduce basic concepts of named entity recognition, standard fine-tuning for sequence

labeling, and domain adaptation for sequence labeling. We then formally introduce our goal – generating

task demonstration and then developing a learning framework that uses them to improve NER models.
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Named Entity Recognition Here, we let x = [x(1), x(2), . . . x(n)] denote the sentence composed of a

sequence ofnwords andy = [y(1), y(2), . . . y(n)] denote the sequence of NER tags. The task is to predict the

entity tag y(i) ∈ Y for each word x(i), where Y is a pre-defined set of tags such as {B-PER, I-PER, . . . , O}. In

standard fine-tuning, NER modelM parameterized by θ is trained to minimize the cross entropy loss over

token representations h = [h(1), h(2), . . . h(n)] which are generated from the pre-trained contextualized

embedder as follows:

L = −
n∑

i=1

log fi,yi(h;θ) (4.1)

where f is the model’s predicted conditional probability that can be either from linear or CRF layers.

In-domain Low-resource Learning We let Dtrain and Dtest denote the labeled train and test dataset,

respectively, consisting of {(xi,yi)}. Here, we expect the number of labeled instances inDtrain is extremely

limited (e.g.,N < 50). Given such small labeled instances, our goal is to train an accurate NER model with

task demonstrations compared to standard fine-tuning and show the effectiveness of demonstration-based

learning. We evaluate the trained models on Dtest.

Low-resource DomainAdaption Domain adaptation aims to exploit the abundant data of well-studied

source domains to improve the performance in target domains of interest. We consider two different

settings: (1) label-sharing setting in which the label space L =
{
l1, . . . , l|L|

}
(e.g., li = PERSON ) of

source-domain data S and target-domain data T are equal; (2) label-different setting which L is different.

In domain adaptation, we first train a model Ms on source-domain data S . Next, we initialize the

weights of the new model Mt by weights of Ms. Here, we can either transfer the whole model weights

or only the weights of contextualized embedder from Ms to Mt. Then, we further tune Mt on target-

domain data T . In our preliminary experiments, we find that transferring only the embedder from Ms

to Mt is much more effective than transferring the whole model weights (See first rows in Table 4.2 and

Table 4.3). For this paper, we focus on the effectiveness of our models to adapt to the target domain with
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a T , for which the number of instances is extremely limited. We then compare the results of tasks with

demonstration to those without demonstration.

4.2.1.3 Demonstration-based NER

In this work, we focus on how to create effective task demonstration x̃ to elicit better token representations

for x, and then we propose an efficient learning framework that can be improved by the effect of [x; x̃].

This section introduces the concepts of demonstration-based learning, and provides details of the approach.

Here, we study example sampling strategies and templates to construct the demonstration and how we

can train the NER model with the demonstration.

Task Demonstration Task demonstration x̃ = [ [SEP] ; x̂1; · · · ; x̂l] is constructed by selecting entity

example e or retrieving instance example s from Dtrain (Ttrain for domain adaptation) and modifying by

template T to form x̂i. The demonstration sequence x̃ is then appended to the original input x to create a

demonstration-augmented input [x; x̃]. Here, [SEP] in front of x̃ is to separate x and x̃. The key challenge

of constructing task demonstration is to choose appropriate e or s and template T that can be helpful to

demonstrate how themodel should solve the task. As shown in Figure 4.4, we categorize the demonstration

into (1) entity-oriented demonstration; and (2) instance-oriented demonstration by whether we choose e or

s respectively, for demonstration.

1. Entity-oriented demonstration. Given an entity type label set L =
{
l1, . . . , l|L|

}
, we select an

entity example e per label l from Dtrain. Then, we modify it using template T . To select e per each

l, we first enumerate all the e ∈ Dtrain and create a mapping {li : [e1, . . . , en] | li ∈ L} between l

and corresponding list of entities. Then for each label l, we select e by three selection strategies: (1)

random randomly chooses e from the list; (2) popular chooses e that occurs the most frequently

in the list; and (3) search conducts grid search over possible entity candidates per label. Here, we
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sample top-k frequent entities per label, and search over combinations of entity candidates (= k|L|).

We find the best combination that maximizes the F1 score on the dev set Ddev. Here, x̃i for every xi

is different in random while x̃i for every xi is same in popular and search.

2. Instance-oriented demonstration. Given an input x, we retrieve an instance example s that is the

most relevant to the input fromDtrain. Then, we modify the s along with its {e, l} ∈ s by template T .

For retrieval, we present two strategies: (1) SBERT [192] retrieves semantically similar sentence using

pre-trained bi-encoder. It produces CLS embeddings independently for an input x and s ∈ Dtrain,

and compute the cosine similarity between them to rank s ∈ Dtrain; (2) BERTScore [263], which

is originally used as a text generation metric, retrieves token-level semantically similar sentence

by computing a sum of cosine similarity between token representations of two sentences. Since

the NER task aims to token classification, sentence-level similarity may retrieve a sentence that is

semantically relevant but has no relevant entities.

3. Fixed vs Variable demonstration. As described in previous sections, the demonstration in some

strategies varies per instance while in others it stays fixed globally. We can divide the demonstration

strategies into two categories: (1) Variable demonstration: random, SBERT, BERTScore (2) Fixed

demonstration: popular, search

4. Demonstration template. As shown in Figure 4.5, we select three variants of template T :

(1) no-context shows selected e per l with a simple template “e is l.", without including the specific

sentence where the entities show up. Between each pair of (e, l) (of different entity labels l), we

concatenate with separator [SEP]. This template is only applied to the entity-oriented demonstration.

(2) context in entity-oriented demonstration shows selected e per l along with an instance sentence

s that contains e as a type of l. For each triple of (e, l, s), it ismodified into “s. e is l." and concatenated
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(a) Entity-Oriented Demonstration
Input X Paris is the president of student union.

Label space L PER, ORG

Selected Entity e PER: Fischler , ORG: EU

Retrieved Instance s Paris is a student of USC.

no-context Fischler is PER. [SEP] EU is ORG.

context France backed Fischler’s proposal. Fischler is PER. [SEP] EU rejects German call. EU is ORG.

lexical France backed PER’s proposal. [SEP]ORG rejects German.

(b) Instance-Oriented Demonstration

context Paris is a student of USC. Paris is PER. USC is ORG.

lexical PER is a student of ORG.

Figure 4.5: Task example template for training named entity recognition

with [SEP]. For instance-oriented demonstration, it shows the retrieved instance s along with all the

entities mentioned in the sentence e ∈ s. It is modified into “s. e1 is l1. . . .en is ln.".

(3) lexical in entity-oriented demonstration also shows selected e per l along with an instance

sentence s. But here we only show s, which the entity span e is replaced by its label string l. For

instance-oriented demonstration, we show retrieved s by replacing e ∈ s with the corresponding l.

We expect such templates can form labeling rules and let the model know how to label the sentence.

Model Training with Demonstration Transformer-based standard fine-tuning for NER first feeds the

input sentence x into a transfomer-based PTLMs to get the token representations h. The token represen-

tations h are fed into a CRF layer to get the conditional probability pθ(y | h), and the model is trained by

minimizing the conditional probability by cross entropy loss:

L = −
n∑

i=1

log pθ(y | h) (4.2)

In our approach, we define a neural network parameterized by θ that learns from a concatenated input

[x; x̃]. For both model training and inference, we feed the input and retrieve the representations:

[h; h̃] = [h(1), . . . h(n), h̃(1), . . . h̃(n)] = embed([x; x̃]) (4.3)

55



Dataset Label Train Data

25 50

CoNLL03 PER (Person) 16.0±3.52 29.2±4.52
LOC (Location) 15.6±3.92 30.4±4.07
ORG (Organization) 21.8±2.31 32.6±3.77
MISC (Miscellaneous) 11.0±2.52 15.6±2.33

Ontonotes 5.0 PER (Person) 10.8±2.22 21.4±4.02
LOC (Location) 16.0±3.52 25.0±7.32
ORG (Organization) 13.8±3.48 24.2±6.17
MISC (Miscellaneous) 23.8±5.56 62.6±7.93

BC5CDR Disease 25.8±6.01 29.2±4.52
Chemical 51.0±7.49 65.8±7.12

Table 4.1: Data statistics of named entity recognition task

As shown in Figure 4.3, we then feed h into the CRF layer to get predictions and train by minimizing

the conditional probability pθ(y | h) as Equation 4.2.

For domain adaptation, we first train Ms with standard fine-tuning. Then, transfer the weights of

embedder ofMs to Mt and further fine-tuneMt with our approach.

4.2.1.4 Experimental Setup

Datasets We consider three NER datasets as target tasks. We consider two datasets for a general do-

main (CoNLL03 [219], Ontonotes 5.0 [239]) and one dataset for a bio-medical domain (BC5CDR [134]).

CoNLL03 is a general domain NER dataset that has 22K sentences containing four types of general named

entities: location, person, organization, and miscellaneous entities that do not belong in any of the

three categories. Ontonotes 5.0 is a corpus that has roughly 1.7M words along with integrated annota-

tions of multiple layers of syntactic, semantic, and discourse in the text. Named entities in this corpus

were tagged with a set of general 18 well-defined proper named entity types. We split the data following

[185]. BC5CDR has 1,500 articles containing 15,935 Chemical and 12,852 Disease mentions.
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Baselines To show its effectiveness in few-shot NER, we also show baselines of few-shot NER methods

NNShot and StructShot [251]. NNshot is simple token-level nearest neighbor classification system while

StructShot extends NNshot with a decoding process using abstract tag transition distribution. Here, both

the classification model and the transition distribution should be pre-trained on the source dataset. Thus,

we consider this as domain adaptation setting.

Experiments and Implementation Details We implement all the baselines and our frameworks using

PyTorch [179] and HuggingFace [241]. We set the batch size and learning rate to 4 and 2e-5, respectively,

and use bert-base-casedmodel for all the experiments. For each variant, we run 50 epochs over 5 differ-

ent sub-samples and 3 random seeds with early-stopping 20 and show its average and standard deviation

of F1 scores. Unlike existing sampling methods for few-shot NER [251], in which the training sample refers

to one entity span in a sentence, we consider a real-world setting that humans annotate a sentence. We

sub-sample data-points by random sampling with a constraint that sampled instances should cover all the

BIOES labels [28] in the whole dataset. For Ontonotes, we aggregate all other entity types rather than per-

son, location, and organization into miscellaneous to set the label sharing setting for domain adaptation

experiments. Table 4.1 presents statistics of average number of entities per entity type over 5 different

sub-samples.

4.2.1.5 Experimental Results

We first compare the overall performance of all baseline models and our proposed framework with the

amount of training data 25 and 50 to show the impact of our approach in a low-resource scenario, as-

suming a task that needs to be annotated from scratch. Then, we show performance analysis to show the

effectiveness of our approach and whether the model really learns from the demonstration.
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Demonstration / Method Strategy Template CoNLL03 Ontonotes 5.0 BC5CDR

25 50 25 50 25 50

BERT+CRF w/o demonstration - - 52.72 ±2.44 62.75 ±0.98 38.97 ±4.62 54.51 ±3.27 52.56 ±0.46 60.20 ±2.01

BERT+CRF w/ SBERT lexical 48.92 ±2.81 57.68 ±0.37 36.58 ±4.61 44.47 ±2.58 49.41 ±0.94 51.98 ±2.14
Instance-oriented demonstration (variable) context 53.62 ±1.64 64.21 ±1.87 42.18 ±5.21 53.07 ±3.46 54.71 ±2.09 59.78 ±1.47

BERTScore lexical 49.55 ±3.18 58.85 ±1.06 35.42 ±3.88 44.70 ±2.41 49.37 ±0.19 51.61 ±2.45
(variable) context 53.97 ±1.52 64.66 ±2.04 37.56 ±5.29 53.13 ±3.22 54.81 ±2.11 59.63 ±1.94

BERT+CRF w/ random no-context 53.95 ±1.89 63.31 ±2.14 42.25 ±3.61 55.71 ±3.82 53.58 ±0.48 59.97 ±1.89
Entity-oriented demonstration (variable) lexical 55.20 ±2.24 63.60 ±2.32 44.02 ±4.73 56.31 ±3.83 53.79 ±0.61 59.65 ±1.71

context 54.84 ±2.12 63.51 ±2.83 43.57 ±3.73 56.76 ±3.69 54.08 ±0.97 59.94 ±1.70

popular no-context 54.34 ±3.33 64.30 ±2.76 43.02 ±4.33 56.65 ±3.35 53.86 ±0.86 60.51 ±1.77
(fixed) lexical 56.22 ±3.88 64.95 ±2.04 45.31 ±5.02 58.24 ±3.17 54.14 ±0.67 60.67 ±1.58

context 56.52 ±3.34 64.47 ±2.35 45.52 ±4.69 58.40 ±3.24 54.31 ±0.80 61.31 ±1.51

search no-context 54.63 ±2.12 64.50 ±2.76 42.88 ±5.41 56.96 ±4.09 53.97 ±1.32 60.84 ±2.14
(fixed) lexical 56.57 ±3.61 65.11 ±2.71 44.87 ±5.09 58.51 ±3.42 54.39 ±1.57 60.76 ±2.12

context 57.00 ±4.03 64.82 ±3.16 45.74 ±5.57 59.00 ±3.27 55.83 ±1.25 62.87 ±2.41

Table 4.2: Performance (F1-score) comparison in in-domain setting for named entity recognition

In-domain setting In Table 4.2, we can observe that most variants of demonstration-based learning

consistently and significantly (with p-value < 0.02) outperform the baseline by a margin ranging from 1.5

to 7 F1 score in three low-resource NER datasets (25, 50 train instances respectively). It demonstrates the

potential of our approach for serving as a plug-and-play method for NER models.

Domain adaptation setting First, we observe that simple domain adaptation technique can improve

the performance (First rows of Table 4.2 vs. Table 4.3). Here, we only transfer the embedder weights ofMs

toMt, and we expect the performance gain can be attributed to the embedder ofMs, which is trained in

task adaptive pre-training manner on NER task formats [74]. In Table 4.3, we can see that the most variants

of demonstration-based learning allow the source model Ms to be adapted to the target domain in fast

with a small amount of target data T , compared to baselines without demonstration including few-shot

NER methods.

Entity vs. Instance-oriented demonstration. instance-oriented demonstration performs worse than

entity-oriented demonstration due to the difficulty of finding an appropriate similar instance in a low re-

source train data. In our analysis, we find that the average cosine similarity between retrieved example
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Baselines
Label Sharing Label Different

CoNLL03 -> Ontonotes CoNLL03 -> BC5CDR

25 50 25 50

BERT+CRF w/o demonstration 61.22 ±1.93 66.44 ±1.75 52.31 ±1.02 62.10 ±1.01
NNShot 46.67 ±5.48 46.34 ±2.66 44.93 ±1.78 48.12 ±2.72
StructShot 43.61 ±4.58 43.02 ±3.19 25.86 ±4.14 27.81 ±2.10

Strategy Template
Label Sharing Label Different

CoNLL03 -> Ontonotes CoNLL03 -> BC5CDR

25 50 25 50

SBERT lexical 63.34 ±1.53 68.52 ±0.98 53.50 ±2.26 60.52 ±0.71
(variable) context 62.33 ±1.63 67.86 ±0.89 51.93 ±1.96 60.09 ±1.27

BERTScore lexical 62.26 ±1.43 68.68 ±0.25 52.07 ±2.11 59.90 ±0.05
(variable) context 62.46 ±1.69 67.46 ±0.79 53.58 ±1.98 58.95 ±0.38

random no-context 62.28 ±1.70 69.32 ±1.34 53.61 ±1.04 62.57 ±0.97
(variable) lexical 62.41 ±1.85 68.84 ±1.78 53.85 ±1.12 62.30 ±0.75

context 62.58 ±2.20 69.26 ±1.51 54.05 ±0.63 63.04 ±0.31

popular no-context 62.31 ±1.60 69.39 ±1.59 54.33 ±0.80 62.87 ±0.23
(fixed) lexical 62.50 ±2.41 69.34 ±1.38 54.30 ±1.12 63.05 ±0.45

context 62.59 ±2.38 69.91 ±1.24 54.45 ±0.96 63.40 ±0.33

search no-context 62.38 ±2.47 69.57 ±1.50 54.51 ±2.25 62.93 ±1.96
(fixed) lexical 62.51 ±2.43 68.93 ±1.69 54.70 ±2.26 62.88 ±2.90

context 62.63 ±2.94 69.98 ±1.63 54.97 ±1.99 63.55 ±1.58

Table 4.3: Performance (F1-score) comparison in domain-adaptation setting for named entity recognition

s and input x is less than 0.4 which shows many of the retrieved examples are not appropriate similar

examples to the input.

Fixed vs. Variable demonstration. random doesn’t pick a fixed set of demonstrations the same way as

popular and search. Instead, it picks random demonstrations for each input instance. In a low-resource

setting, there are often no significantly popular entities. Therefore, the fact that popular outperforms

random in our experiments might suggest that the consistency of demonstration selection, rather than

popularity of selected entities, is a crucial factor in better few-shot learning. To test this, we randomly select

one entity per entity type and attach it as the demonstration to all instances, we call it (fixed random).

As shown in Figure 4.6, it outperforms random and is on par with popular and search. We believe

this serves as evidence for two hypotheses: (1) consistency of demonstration is essential to performance,

and (2) in low-resource settings, the effectiveness of combinations of entities as demonstrations might be

a rather random function and not too affected by the combination’s collective popularity in the training

dataset, which further implies that the idea of search is on the right track.

Performance in other model variants To show the effectiveness of demonstration-based learning as

plug-and-playmethod, we present performance in othermodel variants: bert-large-cased, roberta-base

and roberta-large. As shown in Table 4.4, our method shows consistent improvement over baselines
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Figure 4.6: Performance (F1-score) comparison between different demonstration selection strategies

LM Strategy Template
In-domain Label Sharing

CoNLL03 CoNLL03 -> Ontonotes

25 50 25 50

BL - - 52.08 ±2.02 66.42 ±2.14 63.50 ±0.96 70.59 ±1.16
RB - - 59.67 ±4.65 70.17 ±3.93 68.43 ±2.09 74.11 ±1.19
RL - - 59.15 ±2.93 71.51 ±3.44 68.16 ±2.65 74.45 ±1.02

BL popular context 57.60 ±3.37 67.11 ±2.31 64.09 ±2.95 70.88 ±1.09
RB popular context 59.76 ±4.27 70.21 ±3.41 69.09 ±2.63 74.53 ±1.32
RL popular context 59.99 ±2.16 72.15 ±3.81 68.78 ±2.89 74.93 ±1.07

Table 4.4: Performance (F1-score) comparison between different backbone models

(p-value < 0.05). It shows that demonstration-based learning can be applied to any other model variants

and output better contextualized representations for NER tasks and show its potential for scalability.

Effectiveness of search. search consistently outperforms all other strategies. It shows that not only

the entity selection, but also the combination of entity examples per each entity type affects the perfor-

mance. To see whether it consistently outperforms the baseline over various low-resource data points, we

show the performance trend of entity-oriented demonstration in Figure 4.7.

Templates of entity-oriented demonstration. entity-oriented demonstration becomes more effective

when not only showing the entity example per each entity type, but also the corresponding instance

60



15 20 30 40 50
# of Train Instances

30
35
40
45
50
55
60
65
70

F1
 S

co
re

CoNLL03

Baseline
Random
Popular
Search

(a) CoNLL03

15 20 30 40 50
# of Train Instances

20
25
30
35
40
45
50
55
60

F1
 S

co
re

Ontonotes

Baseline
Random
Popular
Search

(b) Ontonotes

Figure 4.7: Performance (F1-score) trend by different numbers of train data (15, 20, 30, 40, 50).
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Figure 4.8: Performance (F1-score) variance by different permutation of entity type orders

example as a context. context and lexical consistently outperform no-context. We explore other

templates as well, and these three are the best among them. To see whether the order of entity type in

entity-oriented demonstration affects the performance, we present analysis of entity type permutation, e.g.,

person - organization - location - miscellaneous. There is no clear pattern of which entity type

order is better (spearman correlation between F1-scores over different entity type orders with 25 and 50

training instances < 0), but all the permutations outperform the baseline as shown in Figure 4.8, which

show that demonstration-based learning can be effective regardless of the order.
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Figure 4.9: Performance (F1-score) difference between original and perturbed demonstration

Demonstration perturbation. To investigate whether the model really learns from demonstration, we

explore the performance of our approach with perturbed demonstration which selects random entities,

labels, and context sentences as demonstration. Here, we present two studies: (1) Test perturbation which

train with correct demonstration and test with perturbed demonstration; and (2) Train-test perturbation

which both train and test with perturbed demonstration. Figure 4.9 shows perturbed demonstration dis-

turbs the model in a large margin for both case. This shows that the model affects by demonstration, and

proper demonstration can improve the model’s performance.

Effects of demonstration in train & inference. Table 4.5 shows the effects of demonstration in train-

ing and inference stage. A comparison of row 0 with row 3 shows that applying demonstration in the

training stage but not in the inference stage would make the model perform worse than the fine-tuning

baseline. This is another evidence that consistency of demonstration is essential to the method’s perfor-

mance.
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Train Infer CoNLL03 Ontonotes 5.0 BC5CDR

25 50 25 50 25 50

X X 52.72 ±2.44 62.75 ±0.98 38.97 ±4.62 54.51 ±3.27 52.56 ±0.46 60.20 ±2.01
X O 51.24 ±2.10 61.02 ±2.05 40.48 ±3.90 52.12 ±3.85 52.16 ±0.55 58.12 ±1.67
O X 37.71 ±4.65 53.17 ±3.47 31.98 ±4.25 45.27 ±5.19 51.94 ±1.04 57.73 ±1.52
O O 56.52 ±3.34 64.47 ±2.35 45.52 ±4.69 58.40 ±3.24 54.31 ±0.80 61.31 ±1.51

Table 4.5: Performance (F1-score) comparison w/ and w/o demonstration at training and inference time.

Strategy Template CoNLL03 BC5CDR

50% 100% 50% 100%

- - 91.24 ±0.13 91.82 ±0.12 84.58 ±0.17 85.89 ±0.32
random context 90.60 ±0.13 91.22 ±0.38 84.32 ±0.07 85.58 ±0.14
popular context 90.81 ±0.11 91.85 ±0.07 84.12 ±0.48 85.61 ±0.12

Table 4.6: Performance (F1-score) in fully supervised setting by different percentages of train data

Fully supervised setting. Table 4.6 shows the performance in fully supervised setting, where the train

data is sufficient. We can see that demonstration-based learning yields similar performance as baselines

(p-value < 0.1), which shows that demonstrations are rather redundant when data is abundant.

4.2.2 Training for Social Norm Violation Detection Using Dialogue History as Context

4.2.2.1 Introduction

Interactive live streaming services such as Twitch ∗ and YouTube Live † have emerged as one of the most

popular andwidely-used social platforms. Unfortunately, streamers on these platforms struggle with an in-

creasing volume of toxic comments and norm-violating behavior.‡ While there has been extensive research

on mitigating similar problems for online conversations across various platforms such as Twitter [235, 42,

59, 11, 55], Reddit [40, 112, 176], Stackoverflow [26] and Github [164], efforts that extend them to live
∗https://www.twitch.tv/
†https://www.youtube.com/
‡https://safety.twitch.tv/s/article/Community-Guidelines
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Figure 4.10: Motivating example of studying chat in synchronous domain for violation detection

streaming platforms have been absent. In this paper, we study unique characteristics of comments in live-

streaming services and develop new datasets and models for appropriately using contextual information

to automatically moderate toxic content and norm violations.

Conversations in online communities studied in previouswork are asynchronous: utterances are grouped

into threads that structurally establish conversational context, allowing users to respond to prior utter-

ances without time constraints. The lack of time constraints allows users to formulate longer and better

thought-out responses and more easily reference prior context.

On the other hand, conversations on live streaming platforms are synchronous, i.e. in real-time, as

utterances are presented in temporal order without a thread-like structure. Context is mostly established

by consecutive utterances [133]. The transient nature of live-stream utterances encourages fast responses,

and encourages producingmultiple short comments that may bemore prone to typos (70% of comments are

made up of < 4 words). Figure 4.10 shows an illustration of the contrasting temporal and length patterns

between the asynchronous and synchronous platforms.

Owing to these different characteristics, we find that previous approaches for detecting norm violations

are ineffective for live-streaming platforms. To address this limitation, we present the first NLP study of

detecting norm violations in live-stream chats. We first establish norms of interest by collecting 329 rules
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from Twitch streamers’ channels and define 15 different fine-grained norm categories through an iterative

coding process. Next, we collect 4,583 moderated chats and their corresponding context from Twitch live

streams and annotate them with these norm categories.

With our data, we explore the following research questions: (1) How are norm violations in live-

stream chats, i.e. synchronous conversations, different from those in previous social media datasets, i.e.

asynchronous conversations?; (2) Are existing norm violation or toxicity detection models robust to the

distributional shift between the asynchronous and synchronous platforms?; and (3) Which features (e.g.,

context and domain knowledge) are important for detecting norm violation in synchronous conversations?

From our explorations, we discover that (1) live-stream chats have unique characteristics and norm

violating behavior that diverges from those in previous toxicity and norm-violation literature; (2) existing

models for moderation perform poorly on detecting norm violations in live-stream chats; and (3) addi-

tional information, such as chat and video context, are crucial features for identifying norm violations in

live-stream chats. We show that incorporating such information increases inter-annotator agreement for

categorizing moderated content and that selecting temporally proximal chat context is crucial for enhanc-

ing the performance of norm violation detection models in live-stream chats.

4.2.2.2 Norm Violation Detection: Dataset (NormVio-RT)

To investigate norm-violations in live-stream chat, we first collect Norm Violations in Real-Time Conver-

sations (NormVio-RT), which contains 4,583 norm-violating comments on Twitch that were moderated

by channel moderators.§ An overview of our data collection procedure is illustrated in Figure 4.11. We first

select 200 top Twitch streamers and collect moderated comments from their streamed sessions. To under-

stand why these chats are moderated, we collect chat rules from these streamers and aggregate them to

define coarse and fine-grained norm categories. We design a three-step annotation process to determine
§Please contact the authors for the anonymized study data.
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Discrimination No Racism
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Define Norms

Map rules

Multi-class 
Annotation

+ Knowledge Statement

Figure 4.11: Data construction overview for studying norm violation in synchronous chat domain.

the impact of the chat history, video context, and external knowledge on labeling decisions. Lastly, we

present analysis of the collected data.

Data Collection We collected data using the Twitch API and IRC¶ from the streamers with videos that

are available for download among the top 200 Twitch streamers as of June 2022∥. We specifically looked

for comments that triggered a moderation event during a live stream (e.g. user ban, user timeout), and

collected the moderated comment and the corresponding video and chat logs up to two minutes prior to

the moderation event. Logs of moderated events from August 22, 2022 to September 3, 2022 were collected.

We excluded comments that were moderated within less than 1 second of being posted, as they are likely

to have been moderated by bots rather than humans.

Norm Categorization Twitch streamers can set their own rules for their channels, and these channel-

specific rules are essential for understanding why comments were moderated. We first collect 329 rules
¶https://github.com/TwitchIO/TwitchIO
∥https://twitchtracker.com/channels/viewership/english
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Coarse Fine-grained Target Rule Examples

Discrimination Discrimination - No racism, sexism or homophobia.

HIB
(Harassment, Intimidation, Bullying) HIB

Broadcaster No HIB towards broadcaster
OIB No HIB towards viewers, moderators, etc.
OOB No HIB towards other broadcasters, politicians, etc.

Privacy Doxing - Please no personal questions about me.
Do not share any personal information about yourself or others.

Inappropriate Contents

NSFW - No NSFW content (e.g., Inappropriate ASCII arts).
Self-destructive - No talk of suicide.

Illegal - No drug discussion of any kind.
Spoiler - Do not give game spoilers.

Off Topic Controversial Topic - No drama, politics or religion.
Begging - No begging for subscriptions or money.

Spam Excessive & Repetitive - No walls of text.
Advertisements - No self promotion unless authorized.

Meta-Rules
(Live streaming specific)

Backseating & Tall order - Don’t tell me what to do. Don’t ask for mod.
Mentioning other broadcasters - Don’t talk down on other streamers.

Specific language only - English only.

Incivility (Miscellaneous) Incivility - Be nice, Be civil

Table 4.7: Norms in live streaming domain (Twitch)

from the top 200 Twitch streamers’ channels. Next, following [58], we take an iterative coding process

such that the authors of this paper individually code for rule types with certain categories, come together

to determine differences and then repeat the coding process individually. With this process, we aggregated

similar rules into 15 different fine-grained level norm categories (e.g., controversial topics, begging) and

cluster multiple fine-grained categories into 8 different coarse-grained norm categories (e.g., off-topic). To

better understand the targets of offensive comments in the HIB (Harassment, Intimidation, Bullying) class,

we added an additional dimension to consider whether the target is the broadcaster (streamer), partici-

pants in the channel (e.g., moderators and viewers), or someone not directly involved in the broadcast.

We asked annotators to assign “Incivility” to cases where annotators do not believe that a specific pre-

defined rule type has been violated although moderated. Table 4.7 shows the resulting norm categories

and corresponding fine-grained norms with examples.

Violated Norm Type Annotation We recruited three annotators who are fluent in English and spend

at least 10 hours a week on live streaming platforms to ensure that annotators understood live streaming

content and conventions. Their fluency was verified through several rounds of pilot annotation work.
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Internal auditors continuously conducted intermittent audits to ensure that annotators fully understood

the guidelines.

Annotators were asked to annotate each moderation event (i.e. moderated comment) with the rule

types it violates. Tomeasure the importance of context in determining types of norm violations, annotators

were asked to provide labels for three different scenarios with varying amounts of context: (1) Stage 1:

annotate based on only the user’s last message before the moderation event (single utterance); (2) Stage 2:

annotate based on chat logs up to twominutes prior to themoderation (+chat context); (3) Stage 3: annotate

based on chat logs and their corresponding video clip of the same duration (+video context). Since rules are

not mutually exclusive (e.g., a message can violate both discrimination & harassment), they are allowed to

choose multiple rule types if there are more than one violated rule at each stage. All the annotations are

done with our internal annotation user interface. To determine the final label for each moderated event,

we aggregate the labels of annotators using a majority vote with heuristic rules.

Coarse Fine-grained # Rules # Violates

stage 1 stage 2 stage 3

Discrimination Discrimination 13.98% (46) 2.34% (104) 2.25% (101) 2.34% (105)

HIB HIB 22.49% (74) 21.33% (947) 26.55% (1,190) 27.80% (1,246)

Privacy Doxing 0.60% (2) 0.34% (15) 0.36% (16) 0.36% (16)

Inappropriate Contents

Spoiler 0.60% (2) 0.02% (1) 0.02% (1) 0.02% (1)
NSFW 1.82% (6) 0.86% (38) 0.85% (38) 0.85% (38)

Self-destructive 1.21% (4) 0.32% (14) 0.29% (13) 0.29% (13)
Illegal 0.30% (1) 0.16% (7) 0.07% (3) 0.07% (3)

Off Topic Controversial Topic 5.47% (18) 0.59% (26) 0.85% (38) 0.83% (37)
Begging 1.51% (5) 1.44% (64) 1.36% (61) 1.36% (61)

Spam Excessive & Repetitive 11.24% (37) 17.59% (781) 21.64% (970) 21.42% (960)
Advertisements 11.24% (37) 4.64% (206) 4.40% (197) 4.42% (198)

Meta-Rules
(Live streaming specific)

Mentioning other streamers 14.28% (47) 0.72% (32) 10.62% (476) 10.58% (474)
Backseating & Tall order 5.16% (17) 3.45% (153) 3.70% (166) 3.77% (169)
Specific language only 10.03% (33) 0.97% (43) 6.94% (311) 6.94% (311)

Incivility (Miscellaneous) Incivility - 12.30% (546) 11.57% (519) 11.51% (516)
Non-Identifiable - 32.93% (1,462) 8.52% (382) 7.45% (334)

Total 329 4,439 4,482 4,482

Table 4.8: Data statistics of norm violation detection task
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Lastly, to examine how much external knowledge matters in understanding comments on live stream-

ing platforms, we asked annotators to (1) indicate whether external knowledge is necessary to understand

why a comment triggered a moderation event and if so (2) describe what that knowledge is. We focus

on two types of external knowledge: platform- and streamer-specific. Platform-specific knowledge in-

cludes the implicit meaning of particular emojis, emotes, and slang that are commonly used on Twitch.

Streamer-specific knowledge involves the streamer’s personal background and previous streaming ses-

sions. Examples of template for each type is as follow so that annotators can easily fill out:

1. Platform. <span> is {emoji, text} that means <explanation>

2. Streamer. <streamer> <explanation>

Data Insights from NormVio-RT

1. General Observation We identified three characteristics that distinguish real-time live-streaming

chat from other domains. First, the majority of comments are very short; 70% of comments are made

up of < 4 words. Additionally, they are often very noisy due to the real-time nature of communica-

tion, which leads to a high number of typos, abbreviations, acronyms, and slang in the comments.

Lastly, some comments use unusual visual devices such as ASCII art and “all caps”, to make them

more noticeable. This is because each comment is visible only for a short time in popular streams (on

average, there are around 316 chats per minute for the streamers in our data). The chat window in

live streaming platforms can only display a limited number of comments, so viewers are incentivized

to use visual devices to draw the streamer’s attention in these fast-paced conditions.

2. False Positives in Data We find that the “Incivility” case contains many false positives, as they

include cases that seem to have been moderated for no particular reason. We asked annotators to

put all miscellaneous things into the “Incivility” category, and also to mark as “Incivility” if they

could not identify any reason for the moderation. We found that many cases are not identifiable, as
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% Agreement Stage 1 Stage 2 Stage 3

Exact Match 39.71% (1,820) 41.10% (1,884) 40.67% (1,864)
Partial Match 54.11% (2,480) 75.03% (3,439) 75.21% (3,447)
Majority Vote 96.85% (4,439) 97.79% (4,482) 97.79% (4,482)

Table 4.9: Inter-annotator agreement of data construction for norm violation detection task

shown in Table 4.8. It is natural that many cases are non-identifiable in stage 1, as annotators are

only given the moderated comment and no context. However, the 7.45% non-identifiable cases that

remain even after stage 3 could be false positives, or they could be cases where the moderation event

occurred more than two minutes after a problematic comment was made.

3. Context Improves Inter-Annotator Agreement Interestingly, providing context helps mitigate

annotator bias, as shown by the increase in inter-annotator agreement from stage 1 to stages 2

and 3 in Table 4.9. Here, the exact match determines whether all three annotators have exactly the

same rules; partial match determines whether there is at least one intersection rule between three

annotators; andmajority vote chooses the rule types that were selected by at least two people. Also,

non-identifiable and disagreement cases drop significantly when the contexts are given as shown

in Table 4.8. Similarly for determining rule types, context also helps annotators identify targets for

HIB and reduces inconsistencies between annotators. Our observation emphasizes the importance

of context in synchronous communication and differs from previous findings that context-sensitive

toxic content is rare in asynchronous communication [180, 245].

4. External Knowledge Helps Annotations To investigate the impact of external knowledge on

annotators’ labeling decisions, we compare annotations made with and without external knowledge

provided. For examples with knowledge statements, we expect to see differences in annotation if

external knowledge is necessary to comprehend why they were moderated. Statistics show that
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296 examples (6.6%) require knowledge, with 183 examples requiring streamer knowledge and 187

examples requiring platform knowledge. Note that there are some examples require both.

5. Norm Category Distribution Table 4.8 shows the norm category distribution of streamers’ rules

and the moderated comments. While the categories are not directly comparable to the ones defined

in NormVio for Reddit [176], we identified a few similar patterns. First, in both domains, Harass-

ment and Incivility (i.e., Discrimination, HIB, Incivility) take up a significant portion of the entire

set of norm violations. Also, the two domains show a similar pattern where rules for Off-Topic,

Inappropriate Contents, and Privacy exist but are relatively less enforced in practice. However, we

also found that the two domains differ in various ways. For example, Spam and Meta-Rules cover

significantly higher portions of both rules and moderated comments on Twitch than on Reddit. On

the other hand, there are fewer rules about content on Twitch, which implies that streamers are

less concerned about the content of the comments than Reddit community moderators. As our data

shows that norm-violating comments on live chats exhibit distinctive rules and patterns, it suggests

that the existing norm violation detection systems may not performwell without domain adaptation

to account for these distributional differences. We examine this hypothesis empirically in the fol-

lowing section and suggest appropriate modeling adjustments to better detect toxicity for real-time

comments.

4.2.2.3 Norm Classification in NormVio-RT

To understand the model’s ability to detect norm violations and how additional information can affect

detection, we train binary classification models for each category with different types of context including

conversation history, broadcast category, and rule description following [176].
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4.2.2.4 Experimental Setup

For each coarse-level category, we train a RoBERTa-base model with a binary cross entropy loss to deter-

mine whether the message is violating the certain norm or not. Following [176], we perform an 80-10-10

train/dev/test random split of moderated messages and add the same number of unmoderated messages

in the same split. Next, for each binary classification, we consider the target category label as 1 and others

as 0 and construct a balanced training data set. Here, the labels are based on stage 3.

To examine how context affects model performance, we experiment with four model variants with

different input context: (1) Single user context is only the chat logs of the moderated user that took

place up to two minutes before the moderation event; (2) Multi-user context (event) is N messages

that directly precede the moderation event, regardless of whether it belongs to the moderated user; (3)

Multi-user context (utterance) is N messages that directly precedes the single utterance, which is the

moderated user’s last message before the moderation event; (4) Multi-user context (first) is the first N

messages of the collected two-minute chat logs. The intuition for this selection is that the moderation

event may have taken place much earlier than the moderation event. In all the Multi-user contexts, we use

N = 5; (5) Broadcast category is the category that streamers have chosen for their broadcast. It usually

is the title of a game or set to “just chatting”; and (6) Rule text is a representative rule example shown in

Table 4.7. The rule text is only used for training examples because it is not possible to knowwhich rule was

violated for unseen examples and we use randomly selected rule text for unmoderated negative examples

in training examples. All contexts are appended to the input text (single utterance) with a special token

([SEP]) added between the input text and the context. Chat logs for multi-user context and single-user

context are placed sequentially with spaces between chats.
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Figure 4.12: Explanation of different types of dialogue context for norm violation detection

Context All Discrimination HIB Privacy Inapt. Contents Off Topic Spam Meta-Rules Incivility

- 0.70 ±0.00 0.11 ±0.00 0.52 ±0.01 0.05 ±0.03 0.12 ±0.01 0.07 ±0.00 0.63 ±0.01 0.65 ±0.01 0.28 ±0.04

Single-user context 0.78 ±0.00 0.07 ±0.02 0.50 ±0.01 0.03 ±0.02 0.18 ±0.05 0.05 ±0.00 0.67 ±0.02 0.58 ±0.04 0.28 ±0.06
Multi-user context (event) 0.75 ±0.04 0.03 ±0.00 0.44 ±0.02 0.01 ±0.00 0.14 ±0.12 0.05 ±0.01 0.66 ±0.00 0.60 ±0.03 0.17 ±0.00
Multi-user context (utterance) 0.91 ±0.01 0.04 ±0.00 0.61 ±0.05 0.00 ±0.00 0.09 ±0.03 0.10 ±0.04 0.66 ±0.01 0.65 ±0.04 0.24 ±0.12
Multi-user context (first) 0.95 ±0.00 0.05 ±0.01 0.61 ±0.01 0.01 ±0.00 0.11 ±0.02 0.08 ±0.03 0.70 ±0.03 0.62 ±0.02 0.45 ±0.03
Broadcast category 0.77 ±0.03 0.13 ±0.03 0.48 ±0.01 0.02 ±0.01 0.13 ±0.04 0.13 ±0.05 0.65 ±0.01 0.64 ±0.02 0.30 ±0.02
Rule text 0.75 ±0.01 0.05 ±0.08 0.11 ±0.17 0.00 ±0.00 0.12 ±0.06 0.29 ±0.18 0.58 ±0.04 0.38 ±0.02 0.13 ±0.03

Table 4.10: Performance (F1-score) on norm violation detection

4.2.2.5 Experimental Results

Table 4.10 presents performance of norm classification for coarse-level norm categories. “All” refers to bi-

nary moderation detection, whether the message is moderated or not, and not the specific norm type. First,

we can see that additional context improves the performance of “All,” but context does not consistently

improve the performance of category-specific norm classifiers. For example, context reduces performance

for categories where the issues are usually limited to the utterance itself (e.g., discrimination and privacy).

In contrast, categories that rely on the relationships between utterances, such as HIB and incivility, show

improved performance with context. Secondly, multi-user context performs quite well compared to the

other contexts, indicating that a more global context that includes utterances from other users helps deter-

mine the toxicity of target utterances. Lastly, the strong performance of Multi-user context (first) suggests

that earlier messages in the two-minute window are more important, meaning that the temporal distance

between the moderation event and the actual offending utterance may be substantial in many cases. Thus,

our results encourage future efforts on developing a more sophisticated approach for context selection.

73



no context single-user multi-user (first)0.60
0.65
0.70
0.75
0.80
0.85
0.90
0.95
1.00

0.756 0.743

0.939

0.748

0.801

0.963

0.703

0.781

0.955stage 1
stage 2
stage 3

Figure 4.13: Performance (F1-score) of norm violation detection by different ground truth label for each
context.

Availability of Context. To compare human decisions with those of our models, we conduct experi-

ments varying the context available to annotators andmodels. For example, we expect models trained with

only single utterances to perform best when using stage 1 (utterance only) labels as ground-truth labels

since humans are also not given any context at stage 1. Indeed, in Figure 4.13, using the stage 1 labels as

the ground truth labels yields the best performance for a model trained without any context, while using

the stage 2 (context) labels as the ground truth labels shows the best performance for a model trained

with previous chat history. Since our experiments only handle text inputs, it is not surprising that using

stage 3 (video) labels as ground-truth labels yields worse performance than using stage 2 labels. However,

interestingly, the gap is not large, which indicates that gains from a multi-modal model that incorporates

information from the video may be small and that single modality (text-only) models can be sufficient for

the majority of moderation instances.

Context Size. To understand how the amount of available context affects moderation performance, we

compare the multi-user context configurations with various number of messages from one to 25. Fig-

ure 4.14 demonstrates that 15 to 20 messages prior to the moderated user’s message helps with moderation

performance the most (See utterance and first). However, increasing the number of messages that directly
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Figure 4.14: Performance (F1-score) trend of norm violation detection with varying context length.

precede the moderation event actually lowers moderation performance (See event). It may be that most of

this context serves as noise.

Distribution Shift in Norm Classification. Existing tools often focus on identifying harmful speech,

but NormVio [176] also considers awider range of norm-violating comments on Reddit, similar toNormVio-

RT but in a different domain. We compare NormVio and NormVio-RT by evaluating the performance of

a model fine-tuned on NormVio with NormVio-RT, and vice versa, to examine the impact of distribu-

tion shift between these domains. We choose six coarse-level categories that overlap between the two,

as shown in Table 4.11. To measure with-context performance, we use the previous comment history for

Reddit and multi-user context (utterance) for Twitch to simulate the most similar setup in both domains.

Overall, experimental results show a pronounced distribution shift between Reddit (asynchronous) and
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Twitch (synchronous). Interestingly, models trained on Twitch are able to generalize better than mod-

els trained on Reddit despite having 6x less training data. Specifically, models trained using the out-of-

domain Twitch+context data perform comparably on the Reddit test set to those trained using in-domain

Reddit+context data.

Category Without Context With Context

Reddit (Normvio) Twitch (Normvio-RT) R T→R T R→T R T→R T R→T

ALL ALL 0.99 ±0.00 0.84 ±0.04 0.70 ±0.00 0.67 ±0.00 0.99 ±0.00 0.98 ±0.00 0.91 ±0.01 0.67 ±0.00
Incivility Incivility 0.67 ±0.00 0.16 ±0.09 0.28 ±0.04 0.09 ±0.03 0.74 ±0.00 0.56 ±0.14 0.24 ±0.12 0.09 ±0.03

Harassment HIB, Privacy 0.34 ±0.01 0.19 ±0.01 0.51 ±0.01 0.27 ±0.01 0.41 ±0.00 0.20 ±0.00 0.62 ±0.02 0.26 ±0.03
Spam Spam 0.47 ±0.02 0.22 ±0.02 0.63 ±0.01 0.28 ±0.01 0.53 ±0.01 0.27 ±0.01 0.66 ±0.01 0.28 ±0.01

Off Topic Off Topic 0.25 ±0.02 0.12 ±0.01 0.07 ±0.00 0.00 ±0.00 0.28 ±0.01 0.12 ±0.02 0.10 ±0.04 0.00 ±0.00
Hate Speech Discrimination 0.17 ±0.02 0.05 ±0.04 0.11 ±0.00 0.02 ±0.00 0.19 ±0.00 0.06 ±0.04 0.04 ±0.00 0.02 ±0.00
Content Inapt. Contents 0.30 ±0.06 0.08 ±0.03 0.12 ±0.01 0.00 ±0.00 0.37 ±0.01 0.05 ±0.02 0.09 ±0.03 0.00 ±0.00

Table 4.11: Performance (F1-score) on distribution shift between norm violations in Reddit and Twitch.

4.3 Human Explanations as Context for Learning

4.3.1 Label-efficient Learning with Human-provided Labeling Explanation

4.3.1.1 Introduction

Named entity recognition (NER) is a fundamental information extraction task that focuses on extracting

entities from a given text and classifying them using pre-defined categories (e.g., persons, locations, or-

ganizations) [171]. Recent advances in NER have primarily focused on training neural network models

with an abundance of human annotations, yielding state-of-the-art results [115]. However, collecting hu-

man annotations for NER is expensive and time-consuming, especially in social media messages [137] and

technical domains such as biomedical publications, financial documents, legal reports, etc. As we seek to

advance NER into more domains with less human effort, how to learn neural models for NER in a cost-

effective way becomes a crucial research problem.
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The standard protocol for obtaining an annotated NER dataset involves an annotator selecting token

spans in a sentence as mentions of entities, and labeling them with an entity type. However, such anno-

tation process provides limited supervision per example. Consequently, one would need large amount of

annotations in order to train high-performing models for a broad range of entity types, which can clearly

be cost-prohibitive. The key question is then how can we learn an effective NER model in presence of limited

quantities of labeled data?

We, as humans, recognize an entity within a sentence based on certain words or phrases that act as

cues. For instance, we could infer that ‘Kasdfrcxzv’ is likely to be a location entity in the sentence “Tom

traveled a lot last year in Kasdfrcxzv.” We recognize this entity because of the cue phrase “travel ... in,”

which suggests there should be a location entity following the word ‘in.’

We call such phrases “entity triggers.” Similar to the way these triggers guide our recognition process,

we hypothesize that they can also help the model to learn to generalize efficiently, as shown in Figure 4.15.

Specifically, we define an “entity trigger” (or trigger for simplicity) as a group of words that can help

explain the recognition process of a particular entity in the same sentence. For example, in Figure 4.16, “had

... lunch at” ∗∗ and “where the food” are two distinct triggers associated with the Restaurant entity “Rumble

Fish.” An entity trigger should be a necessary and sufficient cue for humans to recognize its associated

entity even if we mask the entity with a randomword. Thus, unnecessary words such as “fantastic” should

not be considered part of the entity trigger.

In this paper, we argue that a combination of entity triggers and standard entity annotations can en-

hance the generalization power of NER models. This approach is more powerful because unlabeled sen-

tences, such as “Bill enjoyed a great dinner with Alice at Zcxlbz.”, can be matched with the existing trigger

“had ... lunch at” via their semantic relatedness. This makes it easier for a model to recognize “Zcxlbz” as
∗∗Note that a trigger can be a discontinuous phrase.
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(a) Conventional paradigm

(1) Alice traveled a lot to Beztu Pylsur.
B-PER B-LOC I-LOC

(2) Bob used to travel to Hei Long Jiang.
B-PER B-LOC I-LOC I-LOC

(3) Cam had a great trip to Akureyri.
B-PER B-LOC

Learning with Triggers:
- Annotate Entities & Triggers.
- Need only a FEW annotations.

More
Effort

Model
Training

w/ Entities

Model
Training

w/ Ent. + Trig.

Alice traveled a lot to Beztu Pylsur.
B-PER B-LOC I-LOC

+Less
Effort

≈

More Cost-Effectively.
More Interpretable.

(b) Learning with triggers

≈

Figure 4.15: Motivation example of explanation (entity trigger) based learning

a Restaurant entity. In contrast, if we only have the entity annotation itself (i.e., “Rumble Fish” ) as su-

pervision, the model will require many similar examples in order to learn this simple pattern. Annotation

of triggers, in addition to entities, does not incur significantly additional effort because the triggers are

typically short, and more importantly, the annotator has already comprehended the sentence, identifying

their entities as required in the traditional annotation. On the benchmark datasets we consider, the aver-

age length of a trigger in our crowd-sourced dataset is only 1.5-2 words. Thus, we hypothesize that using

triggers as additional supervision is a more cost-effective way to train models.

We crowd-sourced annotations of 14,708 triggers on two well-studied NER datasets to study their

usefulness for the NER task. We propose a novel framework named Trigger Matching Network that learns

trigger representations indicative of entity types during the training phase, and identifies triggers in an
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We had a fantastic lunch at Rumble Fish yesterday , where the food is my favorite .
I-RESB-RES

2 5 11 12 136 7 8

𝑡! = 2,5,6 → 7 𝑡" = 11,12,13 → 7

Figure 4.16: Example of entity trigger

unlabeled sentence at inference time to guide a traditional entity tagger for delivering better overall NER

performance. Our TMN framework consists of three components: 1) a trigger encoder to learn meaningful

trigger representations for an entity type, 2) a semantic trigger matching module for identifying triggers

in a new sentence, and 3) an entity tagger that leverages trigger representations for entity recognition (as

present in existing NER frameworks). Different from conventional training, our learning process consists

of two stages, in which the first stage comprises jointly training a trigger classifier and the semantic trigger

matcher, followed by a second stage that leverages the trigger representation and the encoding of the given

sentence using an attention mechanism to learn a sequence tagger.

Our contributions in this paper are as follows:

• We introduce the concept of “entity triggers,” a novel form of explanatory annotation for named

entity recognition problems. We crowd-source and publicly release 14k annotated entity triggers on

two popular datasets: CoNLL03 (generic domain), BC5CDR (biomedical domain).

• We propose a novel learning framework, named Trigger Matching Network, which encodes entity

triggers and softly grounds them on unlabeled sentences to increase the effectiveness of the base

entity tagger.

• Experimental results show that the proposed trigger-based framework is significantly more cost-

effective. The TMN uses 20% of the trigger-annotated sentences from the original CoNLL03 dataset,
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while achieving a comparable performance to the conventional model using 70% of the annotated

sentences.

• We present an annotation framework LEAN-LIFE, which is the first framework to capture and lever-

age explanations for improved model training and performance.

4.3.1.2 Entity Triggers as Explanation for NER

We consider the problem of how to cost-effectively learn a model for NER using entity triggers. In this section,

we introduce basic concepts and their notations, present the conventional data annotation process for NER,

and provide a formal task definition for learning using entity triggers.

In the conventional setup for supervised learning for NER, we let x = [x(1), x(2), · · · , x(n)] denote a

sentence in the labeled training corpusDL. Each labeled sentence has aNER-tag sequencey = [y(1), y(2), · · · , y(n)],

where y(i) ∈ Y and Y can be {O, B-PER, I-PER, B-LOC, I-LOC, · · · }. The possible tags come from a BIO or

BIOES tagging schema for segmenting and typing entity tokens. Thus, we have DL = {(xi,yi)}, and an

unlabeled corpus DU = {xi}.

We propose to annotate entity triggers in sentences. We use T (x,y) to represent the set of annotated

entity triggers, where each trigger ti ∈ T (x,y) is associated with an entity index e and a set of word

indices {wi}. Note that we use the index of the first word of an entity as its entity index. That is, t =

({w1, w2, · · · } → e), where e and wi are integers in the range of [1, |x|]. For instance, in the example

shown in Figure 4.16, the trigger “had ... lunch at” can be represented as a trigger t1 = ({2, 5, 6} → 7),

because this trigger specifies the entity starting at index 7, “Rumble”, and it contains a set of words with

indices: “had” (2), “lunch” (5), and “at” (6). Similarly, we can represent the second trigger “where the food”

as t2 = ({11, 12, 13} → 7). Thus, we have T (x,y) = {t1, t2} for this sentence.
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Adding triggers creates a new form of data DT = {(xi,yi, T (xi,yi)}. Our goal is to learn a model for

NER from a trigger-labeled dataset DT , such that we can achieve comparable learning performance to a

model with a much larger DL.

4.3.1.3 TriggerNER: Human-Guided Learning for NER

We now present our framework for a more cost-effective learning method for NER using triggers. We

assume that we have collected entity triggers.

At a high-level, we aim to learn trigger representations for entity types that allow the entity tagger

to generalize for sentences beyond the training phase. Our intuition is that triggers acting as cues for the

same named-entity type should have similar trigger representations, and thus triggers can be identified in

an unlabeled sentence at inference time by soft-matching between the sentence representation and trigger

representations seen during training. We perform such soft-matching using a self-attention mechanism.

We propose a straightforward yet effective framework, named Trigger Matching Networks (TMN), con-

sisting of a trigger encoder (TrigEncoder), a semantic-based trigger matching module (TrigMatcher),

and a base sequence tagger (SeqTagger). We have two learning stages for the framework: the first stage

jointly learns the TrigEncoder and TrigMatcher, and the second stage uses the trigger vectors to learn

NER tag labels. Figure 4.17 shows this pipeline.

Trigger Encoding & Semantic Matching Learning trigger representations and semantically matching

them with sentences are inseparable tasks. Desired trigger vectors capture the semantics in a shared

embedding space with token hidden states, such that sentences and triggers can be semantically matched.

Recall the examplewe discussed in Figure 4.16, “enjoyed a great dinner at” versus “had ... lunch at.” Learning

an attention-based matching module between entity triggers and sentences is necessary so that triggers

and sentences can be semantically matched. Therefore, in the first stage, we propose to jointly train the
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Figure 4.17: Framework overview: Two stage training of the Trigger Matching Network

trigger encoder (TrigEncoder) and the attention-based trigger matching module (TrigMatcher) using a

shared embedding space.

Specifically, for a sentence x with multiple entities {e1, e2, · · · }, for each entity ei we assume that

there is a set of triggers Ti = {t(i)1 , t
(i)
2 , · · · } without loss of generality. To enable more efficient batch-

based training, we reformat the trigger-based annotated datasetDT such that each new sequence contains

only one entity and one trigger. We then create a training instance by pairing each entity with one of its

triggers, denoted (x, ei, t
(i)
j ).

For each reformed training instance (x, e, t), we first apply a bidirectional LSTM (BLSTM) on the

sequence of word vectors†† of x, obtaining a sequence of hidden states that are the contextualized word

representations hi for each token xi in the sentence. We useH to denote the matrix containing the hidden

vectors of all of the tokens, and we use Z to denote the matrix containing the hidden vectors of all trigger

tokens inside the trigger t.
††Here, by “word vectors” we mean the concatenation of external GloVe [183] word embeddings and char-level word repre-

sentations from a trainable CNN network [156].
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In order to learn an attention-based representation of both triggers and sentences, we follow the self-

attention method introduced by [142] as follows:

a⃗sent = SoftMax
(
W2 tanh

(
W1H

T
))

gs = a⃗sentH

a⃗trig = SoftMax
(
W2 tanh

(
W1Z

T
))

gt = a⃗trigZ

W1 and W2 are two trainable parameters for computing self-attention score vectors a⃗sent and a⃗trig . We

obtain a vector representing the weighted sum of the token vectors in the entire sentence as the final

sentence vector gs. Similarly, gt is the final trigger vector, representing the weighted sum of the token

vectors in the trigger.

We want to use the type of the associated entity as supervision to guide the trigger representation.

Thus, the trigger vector gt is further fed into a multi-class classifier to predict the type of the associated

entity e (such as PER, LOC, etc) which we use type(e) to denote. The loss of the trigger classification is as

follows:

LTC = −
∑

log P (type(e) | gt; θTC) ,

where θTC is a model parameter to learn.

Towards learning to match triggers and sentences based on attention-based representations, we use

contrastive loss [77]. The intuition is that similar triggers and sentences should have close representations

(i.e., have a small distance between them, d). We create negative examples (i.e., mismatches) for training by

randomly mixing the triggers and sentences, because TrigMatcher needs to be trained with both positive

and negative examples of the form (sentence, trigger, label). For the negative examples, we expect a margin
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②: Tagging the Sequence①: Soft-Matching Triggers

Figure 4.18: Framework overview: The inference process of Trigger Matching Network

m between their embeddings. The contrastive loss of the soft matching is defined as follows, where 1matched

is 1 if the trigger was originally in this sentence and 0 if they are not:

d = ∥gs − gt∥2

LSM = 1matched
1

2
(d)2+

(1− 1matched)
1

2
{max (0,m− d)}2

The joint loss of the first stage is thus L = LTC + λLSM , where λ is a hyper-parameter to tune.

Trigger-Enhanced Sequence Tagging The learning objective in this stage is to output the tag sequence

y. Following the most common design of neural NER architecture, BLSTM-CRF [156], we incorporate

the entity triggers as attention queries to train a trigger-enhanced sequence tagger for NER. Note that

the BLSTM used in the the TrigEncoder and TrigMatcher modules is the same BLSTM we use in the

SeqTagger to obtainH, the matrix containing the hidden vectors of all of the tokens. Given a sentence x,

we use the previously trained TrigMatcher to compute the mean of all the trigger vectors ĝt associated
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with this sentence. Following the conventional attention method [154], we incorporate the mean trigger

vector as the query, creating a sequence of attention-based token representations,H′.

α⃗ = SoftMax

(
v⊤ tanh

(
U1H

T + U2ĝt
T
)⊤

)
H′ = α⃗ H

U1, U2, and v are trainable parameters for computing the trigger-enhanced attention scores for each token.

Finally, we concatenate the original token representationHwith the trigger-enhanced oneH′ as the input

([H;H′]) to the final CRF tagger. Note that in this stage, our learning objective is the same as conventional

NER, which is to correctly predict the tag for each token.

Inference onUnlabeled Sentences When inferencing tags on unlabeled sentences, we do not know the

sentence’s triggers. Instead, we use the TrigMatcher to compute the similarities between the self-attended

sentence representations and the trigger representations, using the most suitable triggers as additional

inputs to the SeqTagger. Specifically, we have a trigger dictionary from our training data, T = {t|(·, ·, t) ∈

DT }. Recall that we have learned a trigger vector for each of them, and we can load these trigger vectors

as a look-up table in memory. For each unlabeled sentence x, we first compute its self-attended vector

gs as we do when training the TrigMatcher. Using L2-norm distances to compute the contrastive loss,

we efficiently retrieve the most similar triggers in the shared embedding space of the sentence and trigger

vectors.

Then, we calculate ĝt, the mean of the top k nearest semantically matched triggers, as this serves a

proxy to triggers mentioned for the entity type in the labeled data. We then use it as the attention query

for SeqTagger. Now, we can produce trigger-enhanced sequence predictions on unlabeled data, as shown

in Figure 4.18.
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Figure 4.19: Overview of LEAN-LIFE

4.3.1.4 LEAN-LIFE: Explanation-Centric Annotation for NER

As shown in Figure 4.19, our annotation framework consists of two main components, a user-friendly

web-UI that can capture labels and explanations for labeling decisions, and a weak supervision framework

that parses explanations for the creation of weakly labeled data. The framework then uses this weakly

labeled data in conjunction with user-provided labels to train models for improved annotation recommen-

dations. Our UI shows annotators unlabeled instances (can be sampled using active learning), along with

annotation recommendations in an effort to reduce annotation costs. We use PyTorch to build our models

and implement an API for communication between the web-UI and our weak supervision framework. The

learned parameters of our framework are updated in an online fashion, thus improving in near real time.

UI for CapturingHumanExplanation The emphasis of our front-end design is to simplify the capture

of both label and explanation for each labeling decision, while reducing annotation effort via accessible
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annotation recommendation. A Trigger is a group of words in the sentence being annotated that aided the

annotator’s labeling decision, while Natural Language is a written explanation of the labeling decision.

Figure 4.20 illustrates how our framework can capture both a named entity (NE) label and triggers for

the sentence “We had a fantastic lunch at Rumble Fish yesterday where the food is my favorite”. The user

is first presented with a piece of text to annotate (Annotating Section), the available labels that may be

applied to sub-sequences (spans) of text (in the blue header) and recommendations of what spans of text

should be considered as NE mentions (Named Entity Recommendation Section). The user may choose to

select a span of text to label, or they may click on one of the recommended spans below (Figure 4.20 (a)).

If the user clicks on a recommended span, a small pop-up displaying the available labels appear with the

recommended label circled in red (Figure 4.20 (a)). Once the user selects a label for a span of text by either

clicking on the desired label button or via a predefined shortcut key (ex: for Restaurant the shortcut key

is r), a pop-up appears (Figure 4.20 (b)), asking the user to select helpful spans (triggers) from the text that

provide useful context in deciding the label for the NEM––multiple triggers may be selected. The user

may cancel their decision to label a span of text with a label by clicking the x button in the pop-up, but

if the user wants to proceed and has selected at least one trigger, they finish the labeling by hitting done.

Then, their label is visualized in the Annotating Section by highlighting the NEM.

4.3.1.5 Experimental Setup

In this section, we first discuss how to collect entity triggers, and empirically study the data-efficiency of

our proposed framework. We use a general domain dataset CoNLL2003 [219] and a bio-medical domain

dataset BC5CDR [134]. Both datasets are well-studied and popular in evaluating the performance of neural

named entity recognition models such as BLSTM-CRF [156].

In order to collect the entity triggers from human annotators, we use Amazon SageMaker Ground

Truth‡‡ to crowd-source entity triggers. Specifically, we sample 20% of each training set as our inputs,
‡‡An advanced version of Amazon Mechanical Turk. https://aws.amazon.com/sagemaker/
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(b) after clicking a label to assign to a text span, 
a pop up appears asking the user to explain their 
decision by selecting nearby “trigger” text spans.

(a) the labels appear in the header, followed by an 
annotating section; tagging suggestions are shown 
as underlined spans at the bottom of the page.
A user may hover over a tagging suggestion or 
select a span in order to apply a label to a substring.

Figure 4.20: The workflow to annotate label and trigger span in LEAN-LIFE

and then reform them to be the same format. Annotators are asked to annotate a group of words that

would be helpful in typing and/or detecting the occurrence of a particular entity in the sentence. We

masked the entity tokens with their types so that human annotators are more focused on the non-entity

words in the sentence when considering the triggers. We consolidate multiple triggers for each entity by
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Dataset Entity Type # of Entities # of Triggers Avg. # of Triggers per Entity Avg. Trigger Length

CONLL 2003 PER 1,608 3,445 2.14 1.41
ORG 958 1,970 2.05 1.46
MISC 787 2,057 2.61 1.4
LOC 1,781 3,456 1.94 1.44

Total 5,134 10,938 2.13 1.43

BC5CDR Disease 906 2,130 2.35 2.00
Chemical 1,085 1,640 1.51 1.99

Total 1,991 3,770 1.89 2.00

Table 4.12: Data statistics of entity triggers

taking the intersection of the three annotators’ results. Statistics of the final curated triggers are summa-

rized in Table 4.12. We release the 14k triggers to the community for future research in trigger-enhanced

NER.

Base model We require a base model to compare with our proposed TMN model in order to validate

whether the TMN model effectively uses triggers to improve model performance in a limited label setting.

We choose the CNN-BLSTM-CRF [156] as our base model for its wide usage in research of neural NER

models and applications. Our TMNs are implemented within the same codebase and use the same external

word vectors from GloVE [183]. The hyper-parameters of the CNNs, BLSTMs, and CRFs are also the

same. This ensures a fair comparison between a typical non-trigger NER model and our trigger-enhanced

framework.

4.3.1.6 Experimental Results

Labeled data efficiency. We first seek to study the cost-effectiveness of using triggers as an additional

source of supervision. Accordingly, we explore the performance of our model and the baseline for different

fractions of the training data. The results on the two datasets are shown in Table 2. We can see that by

using only 20% of the trigger-annotated data, TMNmodel delivers comparable performance as the baseline
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CONLL 2003
BLSTM-CRF TMN TMN + self-training

sent. Precision Recall F1 trig. Precision Recall F1 Precision Recall F1

5% 70.85 67.32 69.04 3% 76.36 74.33 75.33 80.36 75.18 77.68
10% 76.57 77.09 76.83 5% 81.28 79.16 80.2 81.96 81.18 81.57
20% 82.17 80.35 81.3 7% 82.93 81.13 82.02 82.92 81.94 82.43
30% 83.71 82.76 83.23 10% 84.47 82.61 83.53 84.47 82.61 83.53
40% 85.31 83.1 84.18 13% 84.76 83.69 84.22 84.64 84.01 84.33
50% 85.07 83.49 84.27 15% 85.61 84.45 85.03 86.53 84.26 85.38
60% 85.58 84.54 85.24 17% 85.25 85.46 85.36 86.42 84.63 85.52
70% 86.87 85.3 86.08 20% 86.04 85.98 86.01 87.09 85.91 86.5

BC5CDR
BLSTM-CRF TMN TMN + self-training

sent. Precision Recall F1 trig. Precision Recall F1 Precision Recall F1

5% 63.37 43.23 51.39 3% 66.47 57.11 61.44 65.23 59.18 62.06
10% 68.83 60.37 64.32 5% 69.17 73.31 66.11 68.02 66.76 67.38
20% 79.09 62.66 69.92 7% 64.81 69.82 67.22 69.87 66.03 67.9
30% 80.13 65.3 71.87 10% 71.89 69.57 70.71 69.75 72.75 71.22
40% 82.05 65.5 72.71 13% 73.36 70.44 71.87 75.11 69.31 72.1
50% 82.56 66.58 73.71 15% 70.91 72.89 71.89 71.23 73.31 72.26
60% 81.73 70.74 75.84 17% 75.67 70.6 73.05 77.47 70.47 73.97
70% 81.16 75.29 76.12 20% 77.47 70.47 73.97 75.23 73.83 74.52

Table 4.13: Performance (F1) comparison between BLSTM-CRF and trigger matching network

model using 50-70% traditional training data. The drastic improvement in the model performance obtained

using triggers thus justifies the slightly additional cost incurred in annotating triggers.

Self-training with triggers. We also do a preliminary investigation of adopting self-training [195] with

triggers. Wemake inferences on unlabeled data and take the predictions with high confidences as the weak

training examples for continually training the model. The confidence is computed following the MNLP

metric [210], and we take top 20% every epoch. With the self-training method, we further improve the

TMN model’s F-1 scores by about 0.5∼1.0%.

Annotation time vs. performance. Although it is hard to accurately study the time cost on the crowd-

sourcing platform we use§§, based on our offline simulation we argue that annotating both triggers and
§§Annotators may suspend jobs and resume them without interaction with the crowd-sourcing platform.
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Figure 4.21: The study of cost effectiveness of trigger matching network

entities are about 1.5 times (“BLSTM-CRF (x1.5)”) longer than only annotating entities. our offline sim-

ulation. In Figure 4.21, The x-axis for BLSTM-CRF means the number of sentences annotated with only

entities, while for TMN means the number of sentences tagged with both entities and triggers. In order

to reflect human annotators spending 1.5 to 2 times as long annotating triggers and entities as they spend

annotating only entities, we stretch the x-axis for BLSTM-CRF. For example, the line labeled (“BLSTM-CRF

(x2)”) associates the actual F1 score for the model trained on 40% of the sentences with the x-axis value of

20%. We can clearly see that the proposed TMN outperforms the BLSTM-CRF model by a large margin.

Even if we consider the extreme case that tagging triggers requires twice the human effort (“BLSTM-CRF

(x2)”), the TMN is still significantly more labor-efficient in terms of F1 scores.

Interpretability. Figure 4.22 shows two examples illustrating that the trigger attention scores help the

TMNmodel recognize entities. The training data has ‘per day’ as a trigger phrase for chemical-type entities,
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Figure 4.22: Case study of trigger attention during inference

and this trigger matches the phrase ‘once daily’ in an unseen sentence during the inference phase of

TrigMatcher. Similarly, in CoNLL03 the training data trigger phrase ‘said it’ matches with the phrase

‘was quoted as saying’ in an unlabeled sentence. These results not only support our argument that trigger-

enhanced models such as TMN can effectively learn, but they also demonstrate that trigger-enhanced

models can provide reasonable interpretation, something that lacks in other neural NER models.

4.3.2 Model Refinement via Explanation-guided Regularization

4.3.2.1 Introduction

Neural language models have achieved remarkable performance on a wide range of natural language pro-

cessing (NLP) tasks [216]. However, studies have shown that such NLP models are susceptible to learn-

ing spurious biases (i.e., bugs) that work on specific datasets but do not properly reflect the underlying

task [2, 65, 52, 198]. For example, in hate speech detection, existing NLP models often associate cer-

tain group identifiers (e.g., black, muslims) with hate speech, regardless of how these words are actually

used [106] (Fig. 4.23). This poses serious concerns about the usage of NLP models for high-stakes decision-

making [12].
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There is a big difference 
between muslims and 
terrorists. 
Label: Not Hate

Model

Explanation

All Muslims are terrorists 
and need to be deported 
from this country.
Label: Hate

Input Prediction

There is a big difference 
between muslims and 
terrorists.
Prediction: Hate

All Muslims are terrorists
and need to be deported 
from this country.
Prediction: Hate

Figure 4.23: Motivation example of spurious correlation in the machine learning model

In response, many methods have been proposed for debiasing either the model or the dataset. Model

debiasing can be done via techniques like instance reweighting [204], confidence regularization [222], and

model ensembling [84, 33]. Dataset debiasing can be done via techniques like data augmentation [96, 102]

and adversarial filtering [262, 117]. However, these methods lack knowledge of which spurious biases

actually impacted the model’s decisions, which greatly limits their debiasing ability.

On the other hand, explanation-based model debugging focuses on addressing spurious biases that ac-

tually influenced the given model’s decision-making [213, 130, 81]. In this paradigm, a human-in-the-loop

(HITL) user is given explanations of the model’s behavior [218, 212] and asked to provide feedback about

the behavior. Then, the feedback is used to update the model, in order to correct any spurious biases de-

tected via the user feedback. While existing model debugging methods have shown promise [90, 129, 278,

193], their prototype-level implementations provide limited end-to-end utility (i.e., explanation generation,

explanation visualization, user feedback collection, model updating, model deployment) for practical use

cases.

Given the interactive nature of explanation-based model debugging, it is important to have a user-

friendly framework for executing the full debugging pipeline. To achieve this, we propose the EXplanation-

Based NLP Model Debugger (XMD). Compared to prior works, XMD makes it simple for users to debug

NLP models and gives users significant control over the debugging process (Fig. 4.24). Given either task

(model behavior over all instances) or instance (model behavior w.r.t. a given instance) explanations, users
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can flexibly provide various forms of feedback (e.g., add or remove focus on a given token) through an easy-

to-use, web-based user interface (UI). To streamline user feedback collection, XMD’s UI presents intuitive

visualizations of model explanations as well as the different options for adjustingmodel behavior (Fig. 4.25-

4.26). After receiving user feedback, XMD automatically updates themodel in real time, by regularizing the

model so that its explanations align with the user feedback [100]. XMD also provides various algorithms

for conducting model regularization. The newly debugged model can then be downloaded and imported

into real-world applications via Hugging Face [241]. We summarize our contributions as follows:

1. End-to-EndModel Debugging: XMD packages the entire model debugging pipeline (i.e., explana-

tion generation, explanation visualization, user feedback collection, model updating, model deploy-

ment) as a unified system. XMD is agnostic to the explanation method, user feedback type, or model

regularization method. XMD can improve models’ out-of-distribution (OOD) performance on text

classification tasks (e.g., hate speech detection, sentiment analysis) by up to 18%.

2. Intuitive UI: XMD’s point-and-click UI makes it easy for non-experts to understand model expla-

nations and give feedback on model behavior.

3. EasyModel Deployment: Given user feedback, XMD automatically updates themodel in real time.

Users can easily deploy debugged models into real-world applications via Hugging Face.

Framework Overview As shown in Figure 4.24, our framework consists of three main components:

Explanation Generation; Explanation Visualization; and Explanation-based Model Debugging. Here, the ex-

planation generation and debugging process are done on the back-end while visualizing explanations and

capturing human feedback on them are done on front-end UI.

1. Explanation Generation: Humans first input the training data and the model trained on that data

into the framework. On the backend, the framework applies a heuristic post-hoc explanationmethod

to generate rationales for the training instances.
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Figure 4.24: System architecture of EXplanation-Based NLPModel Debugger (XMD)

2. Explanation Visualization: The framework displays the generated rationales in two forms: (a)

Instance Explanation, which shows explanations for individual training instances, and (b) Task Ex-

planation, which shows word-level importance aggregated across the dataset.

3. Explanation-Based Model Debugging: Users interactively select words—either for individual in-

stances or across tasks—to increase or decrease their importance. Once debugging is complete, the

framework retrains the model using a regularization approach and provides a downloadable version

of the updated model.

4.3.2.2 XMD: Explanation-Based NLP Model Debugger

In this section, we present each module of XMD in processing order. To start the process, the user needs

to place a training dataset DT and a classification modelM that is trained on DT .

Explanation Generation Our explanation generation module outputs rationales from M. For each

instance x ∈ DT , M generates rationales ϕ(x) = [ϕ(w1), ϕ(w2), . . . , ϕ(wn)] where wi denotes the i-th

token in the sentence. Each importance score ϕ(wi) has a score with regard to all the classes. Our module
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is exploiting ϕp(wi) which the importance score is attributed to model predicted label p. Here, we exploit

heuristic methods that assign importance scores ϕ based on gradient changes inM [212, 218].

Explanation Visualization Our framework supports visualizing the generated rationale in two differ-

ent forms, instance and task explanations. Instance explanations display word importance scores for model

predictions for each train instance, while task explanations aggregate and rank words according to their

importance to the predicted label. In this section, we first present a UI for visualizing and capturing human

feedback for instance explanations and then a UI for task explanations.

1. Instance Explanation: Figure 4.25 illustrates how our framework visualizes instance explanations

and captures human feedback on them. First, the trained model makes a prediction and generates

explanations for one of the train instances that the model correctly predicts: “All muslims are ter-

rorists and need to be deported from this country”. The reason why we present only the instances

that the model correctly predicts is that we are asking users to provide feedback for the ground truth

label and comparing it with ϕp(wi) which the importance score is attributed to the model predicted

label p. If p is not equal to the ground truth label, the human feedback would act as a source of

incorrect prediction.

Next, the user is presented with the sentence and its ground truth label on the upper deck (Words

Section), and the sentence with highlighted rationales and its predicted label on the lower deck

(Model Output Section). Then, the user can choose to select words to decrease or increase its impor-

tance toward the ground truth label (Figure 4.25 (a)). If the user clicks the word (muslims) that the

model is focusing on to predict hate, a small pop-up displaying buttons for operation options (i.e.,

add, remove and reset) appear. Once the user selects a desired operation (remove) for the selected

word (muslims) that is not a right reason for hate, that word in the model output section is marked
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(a) As a user clicks on a word in the sentence, pop-up 
displaying operation options and a user selects an appropriate 
operation for that word.

Ground truth: HateWords

Prediction: Hate

word wordword

Model Output

removeadd reset

(b) Once the user selects an operation for the selected word, 
that word in the model output section is marked with an 
operation symbol (remove: X, add: +).

Ground truth: HateWords

All muslims are terrorists and need to be deported from this country

Prediction: Hate

word wordword

Model Output

muslimsAll are terrorists and need to be deported from this country

muslimsAll are terrorists and need to be deported from this country

All muslims are terrorists and need to be deported from this country

Figure 4.25: The workflow to provide human feedback on instance-level explanation

with operation symbol (’X’ for remove, ’+’ for add – Figure 4.25 (b)). The user may cancel their

decision to operation for the word by clicking reset in the pop-up.

2. Task Explanation

Figure 4.26 illustrates how our framework visualizes task explanations and captures human feedback

on them. First, task explanations are presented in list format on the left panel in descending order

of its importance (Figure 4.26 (a)). Here, the importance is a score averaged by the word importance

score of all examples containing that word. As user clicks on a word in the list, all the examples
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(a) As a user clicks on a word in the list of global explanations 
in the left panel, examples containing that word are displayed. 
The user can select the appropriate operation for the word.

Prediction: HateGround truth: Not hate

word wordword

Document #1

remove reset

1 2< > Prediction: HateGround truth: Hate

word wordword

Document #2

Current Word: muslims

muslimsThere is a big difference between and terrorists

muslimsAll are terrorists and need to be deported from this country

2.         terrorists

3.         black

4.         slave

5.         criminals

1.         muslims

(b) After the operation for a word is selected, the word in the 
left panel is marked with a color of the operation.

Prediction: HateGround truth: Not hate

word wordword

Document #1

1 2< > Prediction: HateGround truth: Hate

word wordword

Document #2

Current Word: muslims

muslimsThere is a big difference between and terrorists

muslimsAll are terrorists and need to be deported from this country

2.         terrorists

3.         black

4.         slave

5.         criminals

1.         muslims

add

remove resetadd

Figure 4.26: The workflow to provide human feedback on task-level explanation

containing that word are displayed. The user can then choose to two different operations (remove

and add). If user clicks remove for the word (muslims) that should not be conditioned on any label

(both hate and not hate), the model will consider it as an unimportant word in all cases. Here, we

don’t need to consider whether the prediction is correct or not since the word is not important for

all the cases (Figure 4.26 (a)). If user clicks add for the word that should be useful for the correct

prediction, the model will consider it as an important word for the ground truth label. Here, we

consider it as an important word only for the correct prediction. After the operation for a word is

selected, the word in the left panel is marked with a color of that operation (red for remove and green

for add).
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Figure 4.27: The workflow of instance-level explanation-based model debugging

USER
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Label c : Hate
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Label c : Not Hate

muslims not

Model Explanation

Input

Pred p : Hate

Pred p : Hate
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0.87 0.52 0.910.59

0.38 0 0.930.51

Pred p : Hate

Pred p : Hate

Regularized Score 𝒕𝒑(𝒘)

0 0.52 0.910.59

Figure 4.28: The workflow of task-level explanation-based model debugging

Explanation-based Model Debugging Our explanation-based model debugging module is based on

explanation regularization (ER) which regularizes model to produce rationales that align to human ratio-

nales [258, 196, 145, 67, 105, 194, 139, 89, 100]. Existing works require the human to annotate rationales

for each training instance or apply task-level human priors (e.g., task-specific lexicons) across all training

instances before training. Despite its effectiveness, the regularized model may not be fully free of hidden

biased patterns. To catch all the hidden biased patterns, our framework asks the human to provide binary

feedback (i.e., click to add or remove) given the current model explanations and use them to regularize

the model. Here we ask the human to provide feedback to the model in order to output the “correct

prediction”.
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For the instance explanation, as shown in Figure 4.27, the trained model M generates rationales

ϕp(x) = [ϕp(w1), ϕ
p(w2), . . . , ϕ

p(wn)], where ϕp(wi) denotes the importance score of i-th token in the

sentence x towards model predicted label p. As the user selects a word (muslims) that is spuriously cor-

related with the correct prediction p (hate), the regularized score tp(wi) where i is a user-selected word

index (w2 =muslims) becomes 0 (See Figure 4.27). For the task explanation, we aggregate words based on

its score averaged by the word importance score of examples containing that word, and present them in a

descending order. When the user clicks a word w (muslims) to decrease its importance, then regularized

score tp(w) where w is user-selected word (w = muslims) for all the examples become 0 (See Figure 4.28).

After the click process, the user can start the debugging process based on the examples labeled so

far. Here, the learning objective for re-training the model M is L = Ltask + LER, where Ltask is a

cross-entropy loss for traditional sequence classification tasks and LER is an explanation regularization

loss which minimizes the distance between ϕp(w) and tp(wi) [100]. In this framework, we support two

different regularization loss: Mean Squared Error (MSE) [144, 106, 196], Mean Absolute Error (MAE) [194].

4.3.2.3 Experimental Setup

We conduct extensive experiments investigating how our debugging process affects the performance on

in-distributed (ID) and out-of-distribution (OOD) data, and the model explanation. Here, we present ex-

perimental results on sentiment analysis for the instance explanation and hate speech detection for the

task explanation. For base model, we use BigBird-Base [257].

Tasks and Datasets For sentiment analysis, we exploit SST [214] as the ID dataset, and Yelp (restaurant

reviews) [264], Amazon (product reviews) [162] and Movies (movie reviews) [258, 47] as OOD datasets. To

simulate human feedback for the instance explanation, we leverage ground truth rationales for SST [21] as

human feedback. For hate speech detection, we use STF [68] as the ID dataset, and HatEval [10], Gab Hate

Corpus (GHC) [104] and Latent Hatred [55] for OOD datasets. To simulate human feedback for the task
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Regularize ER Loss
Sentiment Analysis

In-distribution Out-of-Distribution
SST Amazon Yelp Movies

None None 93.4 89.1 89.0 82.0

Correct MSE 94.7 88.4 91.8 94.5
MAE 94.0 92.3 94.4 94.0

Table 4.14: Performance (Accuracy) comparison with instance-level explanation on ID/OOD performance

explanations, we leverage group identifiers (e.g., black, muslims) [106] as words that need to be discarded

for determining whether the instance is hate or not.

Implementation Details To start XMD, users should input the trained model following Hugging Face

model structure [241]. After users input the train data and the model, our framework uses Captum [110] to

generate explanation. For visualizing the explanation and capturing the human feedback, we implement

UI using Vue.js ¶¶. Here, we re-use UI components from LEAN-LIFE, an explanation-based annotation

framework [124], for capturing human feedback. To train the model with ER, we use PyTorch [179] and

Huggingface [241].

4.3.2.4 Experimental Results

ID/OOD Performance Table 4.14 shows the performance on ID and OOD when regularize on correct

predictions using its instance explanation. We see that our framework helps model to not only do much

better on ID data, but also generalize well to OOD data. For task explanation, we present performance by

regularizing on correct and incorrect prediction and all the instances regardless of prediction. Table 4.14

presents the performance with remove operations for task explanations (i.e., group identifiers) for incorrect

predictions, correct predictions, and for all instances, respectively. We observe that our framework helps

model not to focus on the words that should not be conditioned on any label and lead to performance

enhancement on both ID and OOD data.
¶¶https://vuejs.org/
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Regularize ER Loss
Hate Speech Analysis

In-distribution Out-of-Distribution
STF HatEval GHC Latent

None None 89.5 88.2 64.5 67.2

Correct MSE 89.2 90.1 62.3 67.9
MAE 89.1 90.1 59.3 64.9

Incorrect MSE 88.9 86.3 67.9 70.3
MAE 89.3 88.8 64.2 67.6

ALL MSE 90.0 88.4 63.8 67.0
MAE 89.7 86.9 66.5 70.2

Table 4.15: Performance (Accuracy) comparison with task-level explanation on ID/OOD performance

Figure 4.29: Performance (Accuracy) trend by annotation efforts

Efficiency To quantify the advantage that XMD provides, we compare the time taken to annotate in-

stances using XMD versus traditional labeling for instance explanations. While XMD requires humans to

interact with a trained model and decrease or increase importance scores of words, traditional labeling is

not model-in-the-loop in nature, and requires users to directly annotate binary importance scores to words

in the instance [47, 21]. We ask two graduate students to annotate 50 instances, using the traditional and

the XMD labeling methods. For both of these labeling settings, we ensure that there is no overlap between

the instances, so as to avoid familiarity and record the time taken to annotate each instances. Upon aggre-

gating across all instances and both annotators, it is found that one instance takes∼ 60 seconds and∼ 110

seconds to be annotated using the framework and the traditional labeling method respectively. Using this

time estimate, we simulate the time-efficiency of these two labeling methods with varying amounts of

time budgets for annotations. Figure 4.29 presents our results for this experiment. We note that although

both labeling methods outperforms the baseline of no explanation annotation, using XMD is particularly
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helpful when the time budget given is limited (< 1 hour), especially in the OOD setting (Amazon, Yelp,

Movies datasets).

4.4 Summary

This chapter demonstrates that contextual supervision during training significantly enhances language

model behavior across robustness, generalization, and label efficiency.

We first showed that appending contextual information, such as in-context task demonstrations and

dialogue histories, leads to consistent improvements in predictive accuracy and resilience across tasks

like named entity recognition and social norm violation detection. These results show that language

models benefit from being explicitly trained to utilize context, rather than relying solely on context

at inference time.

Next, we explored how human-provided explanations serve as a powerful form of contextual guid-

ance. Through explanation-driven supervision, models can achieve stronger performance with fewer la-

beled examples, as demonstrated in tasks like NER using TriggerNER and LEAN-LIFE. Furthermore, we

introduced a post hoc refinement method, XMD, where explanations regularize model behavior, enabling

targeted debugging and correction when humans provide explanations for the errors.

Together, these findings highlight that contextual signals, whether provided as additional input or

through explanations, play a central role in shaping and aligning model behavior. This highlights the

importance of further research into incorporating structured, semantically rich context directly into model

training pipelines.
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Chapter 5

Language Models as Self-Refining Context Generators

This chapter explores how language models can improve their behavior through self-refinement, using

simulated interaction and feedback as a source of contextual supervision. Rather than relying solely on

static, human-curated context, this thesis hypothesizes that models can actively generate, evaluate, and

revise their outputs by constructing internal feedback loops. This chapter investigates this in the domain

of educational question generation, where the model simulates learner interactions to iteratively improve

the quality of its questions.

5.1 Background and Motivation

5.1.1 Self-Refinement Through Simulated Interaction as Contextual Supervision

We hypothesize that models can improve their outputs through a self-refinement process, where context

is constructed, evaluated, and iteratively updated based on feedback. To test this, we develop methods

that enable models to simulate interactions and use the resulting signals as contextual input for further

improvement.

A key case study is educational question generation. Here, the model first generates questions aimed

at enhancing a learner’s understanding of a given text. It then simulates a learner’s response and uses

that feedback as contextual supervision to update its parameters. Through this process, the model learns
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Figure 5.1: Experiment setting for self-refinement through simulated interaction as contextual supervision

to generate more effective questions over time. This approach highlights how simulated interaction and

feedback-driven refinement can lead to more socially intelligent and adaptive language models.

5.2 Self-Refinement for Educational Question Generation

5.2.1 Introduction

Asking good questions offers broad benefits. Effective teachers ask questions to promote deeper under-

standing [14, 220] and encourage divergent thinking [32, 72, 223], while high-performing students ask

clarifying questions or self-reflect to refine their understanding [1, 41, 71, 18, 224, 43]. In addition, asking

questions helps establish common ground [189, 4, 254, 260, 240] and thus catalyzes favorable outcomes in

various applications, such as therapy [205], response generation [273, 30], and content moderation [29].

But what characterizes good questions and how do we craft them? Prior work in psychology literature

is limited to general guidelines for assessing question quality based on heuristics [72, 223] or experiments

within a specific domain such as language learning [85] or chemistry [43]. On the other hand, recent

work in natural language processing measures question quality with indirect metrics, such as expected

information gain, the additional information provided by an answer to a question [143, 189, 254, 240, 103],

and saliency, how effectively a question introduces new concepts or clarifies key ideas that appear in
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future content [244]. These works cannot directly evaluate a question’s usefulness since its impact on

downstream tasks is challenging to quantify.

In this work, we overcome this challenge by simulating a person’s knowledge using language models

(LMs) and introduce a direct measure of question utility. Building on growing work that advocates LMs

as world models [178, 266, 256, 99, 152, 203, 268], we propose QUEST (Question Utility Estimation and

Simulation Tests), a learning environment simulator that quantifies a question’s utility—howmuch it con-

tributes to improved performance on a relevant exam (as illustrated in Figure 5.2)—and fine-tunes question

generators with high-utility questions.

Specifically, QUEST assigns an LM to roleplay as a novice learner that asks questions and receives

answers while acquiring new information. We estimate the utility of each question by simulating the

learner’s performance on a related exam using different question subsets. Using these utility measure-

ments, we fine-tune the question generator through a rejection sampling approach [8], retaining only

questions that surpass a predefined utility threshold.

We evaluate QUEST on TEXTBOOK-EXAM, a curated dataset where each sample consists of a chapter

with multiple sections and corresponding exam questions. Using TEXTBOOK-EXAM, we experiment with

various question generation strategies and quality metrics (i.e., utility, saliency, expected information gain).

Our experimental results show that (1) Question generators trained with QUEST improve learners’

understanding, leading to an average exam score increase of at least 20% across simulations in five subjects;

(2) Indirect metrics (i.e., saliency, expected information gain) show weak correlations (<0.1) with utility,

suggesting they do not accurately reflect a question’s impact on learning outcomes; (3) Optimizing for

indirect metrics does not improve learners’ understanding, whereas utility-driven training achieves the

best overall performance, even in indirect metrics; (4) Utility has a weak positive correlation with lexical

similarity (<0.04) and semantic similarity (<0.25) between generated and exam questions. This suggests

that high-utility questions are not simple rephrasings but introduce new concepts that enhance learning;
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Chapter

Does an answer to the question 
help in answering the final exam?

 Section 1
A solid has a fixed shape, a liquid 
takes the shape of its container, 
and a gas spreads out to fill the 
space it is in.

 Sections n > 1
When you heat a solid, it can melt 
into a liquid … Some liquids, like 
water, expand when they freeze.

Final Exam

Question
You pour juice into a bottle and put 
it in the freezer. Later, the bottle 
has cracked. What happened?

Answer
The juice froze as it expanded and 
broke the bottle.

 High-saliency Question
What happens if I leave an 
ice cube outside on a warm 
day?

 High-utility Question
Why does my water bottle 
make a funny cracking 
sound when I put it in the 
freezer?

 Question with high saliency 
 Question with high utility     

Figure 5.2: Motivation example of high-utility question in education context

(5) There are no clear stylistic patterns among high-utility questions, indicating that their effectiveness is

not driven by specific question formats or phrasing.

To summarize, we introduce QUEST, a novel framework that quantifies question utility based on its

direct impact on learning outcomes, rather than relying on indirect heuristics. Our approach leverages

LLMs as simulators to evaluate a question’s contribution to learning, using performance improvements in

downstream tasks as a reward signal. We further propose a utility-driven training paradigm for question

generation, fine-tuning models through rejection sampling by retaining only high-utility questions. Our

results demonstrate that optimizing for direct utility significantly enhances the simulated learner’s under-

standing, surpassing existing methods and offering new insights into what makes a question effective.
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5.2.2 Question Generation: Problem Formulation and Dataset (TEXTBOOK-EXAM)

5.2.2.1 Problem Formulation

In this work, we evaluate the system in an educational setting where a student is trying to learn a textbook

chapter’s content.

LetD be a document andE be a set of exam questions that can be solved usingD. The documentD is

structured as a sequence of sections, denoted by Sk ⊂ D, where each section Sk represents the content at

the k-th position in D. For each section Sk, we define S[1:k−1] = {S1, S2, . . . , Sk−1} ⊂ D as the context,

which includes all preceding content in the document up to section Sk.

Let Mq be a question generator that processes the document sequentially, section by section. For

each section Sk, it generates a set of questions Qk = {Q1
k, Q

2
k, . . . , Q

n
k}, where Qk ∼ Mq(Sk, S[1:k−1]),

indicating that the questions are generated based on the anchor section Sk and the preceding context

S[1:k−1].

Let Ms be a reader simulator. We assess the effectiveness of the question generator Mq by measuring

the performance ofMs on the examE using only the generated questionsQ, whereQ = {Q1, Q2, . . . , Qk}

represents the set of all questions produced by Mq across all sections. This is expressed as Ms(E | Q),

evaluating how well the generated questions contribute to solving E without direct access to D.

Our objective is to design a question generatorMq that maximizesMs(E | Q), under the assumption

that questions contributing more effectively to solving E are high-utility questions.

5.2.2.2 Dataset: TEXTBOOK-EXAM

In order to evaluate, we curate TEXTBOOK-EXAM, a dataset where each entry contains a document D

along with a corresponding set of exam questions E. An overview of TEXTBOOK-EXAM is illustrated in

Figure 5.3.
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Chapter C

Extract 
sections

Exam E

Document D

Parse questions

Classify

Pair D – E
(section – question)

Bloom’s Taxonomy

Figure 5.3: Data construction overview for studying educative question generation

Data Processing Our pipeline starts with textbooks from the OpenStax repository∗. Each textbook

is divided into chapters, where each chapter C contains learning objectives, main content, and review

questions. For each C , we parse the main content to build D and the review questions to form E.

1. Extracting Sections. To simulate a learner incrementally progressing through a chapter, we divide

each chapter into sections using an LM-based document structuring method. The language model

segmentsD into n sections, denoted as {S1, S2, . . . , Sn} ⊂ D, while also extracting the correspond-

ing review questions E. However, not all review questions include ground-truth answers, as some

textbooks omit them (see Table 5.1 for the proportion of E with answers). To ensure consistent

segmentation across different subjects, we manually annotate the first 2–5 sections from one sample

per subject. These annotated samples are used as few-shot examples in our LM prompt.

2. Extracting Questions. To balance evaluation depth with computational feasibility, we include

only chapters that contain at least 10 review questions—ensuring sufficient coverage for assess-

ment—while capping themaximum number of questions at 25 to keep learning simulations tractable.
∗https://github.com/philschatz/textbooks
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Subject # C Split # E / C % E w/ answer # S / C

Microbiology 20 Train 12.4 64% 16.4
5 Test 13.4 58% 17.0

Chemistry 20 Train 14.2 51% 11.0
5 Test 16.2 49% 6.4

Economics 20 Train 12.2 23% 14.1
5 Test 12.2 23% 14.4

Sociology 20 Train 10.4 62% 16.6
5 Test 11.2 67% 19.0

US History 20 Train 7.2 51% 14.9
5 Test 8.4 38% 13.2

Table 5.1: Data statistics of TEXTBOOK-EXAM

Data Statistics For each subject, we curate 25 sequential chapters C , each containing both D and E.

The chapters are arranged in their natural order, with the first 20 used for training and the last five reserved

for evaluation. There is the risk that content in later chapters may include information from prior chap-

ters (e.g., revisiting prerequisite knowledge). Therefore, preserving this sequential structure between the

training and test set is essential for preventing information leakage and fairly assessing a model’s learning

process. Table 5.1 shows an overview of the statistics of the resulting TEXTBOOK-EXAM.

Distribution of Question Types To better understand how final exams assess a learner’s comprehen-

sion on multiple dimensions, we categorize questions in TEXTBOOK-EXAM based on the revised Bloom’s

Taxonomy [111]. Using an LM, we assign a cognitive depth dj to each question Ej ∈ E, classifying them

into six categories: Remembering, Understanding, Applying, Analyzing, Evaluating, and Creating. Addition-

ally, we identify the relevant sections Sj ⊂ D that correspond to each question.

The distribution, shown in Figure 5.4, indicates that different subjects emphasize different cognitive

skills. For instance, questions in Microbiology and Sociology primarily focus on Remembering and Under-

standing, whereas Chemistry and Economics exhibit a more varied distribution. This analysis highlights

110



Figure 5.4: Data statistics of TEXTBOOK-EXAM in a perspective of Bloom’s taxonomy distribution

the diverse cognitive demands across subjects and underscores how TEXTBOOK-EXAM provides a mul-

tifaceted evaluation of learning outcomes through final exams.

5.2.3 QUEST: Question Utility Estimation and Simulation Tests

In this section, we introduce QUEST as a method for measuring question utility and using high-utility

questions to fine-tune question generators. We first provide an overview of QUEST and delve into the

details of each its procedures.

Overview QUEST consists of the following: (1) a question generator (Mq), which takes a documentD

and generates a set of questionsQ = {q1, q2, . . . , qn}; (2) an answer generator (Ma) that then produces an

answer ai for each question qi ∈ Q, forming the set of question-answer pairs QA = {(q1, a1), (q2, a2), . . . , (qn, an)}

using parametric knowledge; (3) a learner simulator, which models a learner (Ml)’s understanding by

having an evaluator (Me) assess their performance on a final exam E using only QA; and (4) a utility

estimator, which runs the learner simulator multiple times with different subsets of QA, estimating the

contribution of individual questions to the learner’s overall performance. See Figure 5.5.
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Document D

Question 
Generator Mq

Answer 
Generator Ma

Exam E

Learner Simulator

Learner 
Ml

Evaluator
Me

Utility 
Estimator

𝑄 = {𝑞𝑖}𝑖=1
𝑛

𝑄𝐴 = {(𝑞𝑖, 𝑎𝑖)}𝑖=1
𝑛

𝑄𝐴
𝑈𝑡𝑖𝑙𝑖𝑡𝑦

𝑈

(𝑞𝑖 , 𝑎𝑖)
𝑈𝑡𝑖𝑙𝑖𝑡𝑦

𝑢𝑖

Rejection Sampling
using {(𝑞𝑖, 𝑎𝑖)|𝑢𝑖 > 𝜃}

Figure 5.5: Framework overview of QUEST

Question Generation TheQuestion Generator (Mq) generates a set of questions (Q) based on the in-

put document. For each ordered section Sk inD, where Sk represents the part of the document the learner

is currently reading (referred to as the anchor), the question generator considers both Sk and its preceding

context Ck = {S1, S2, . . . , Sk−1} to generate a corresponding set of questions Qk = {q1k, q2k, . . . , qnk},

formulated as Qk = Mq(Sk, Ck).

This approach ensures that the generated questions are contextually relevant and informed by the sur-

rounding content, aligning with prior research on inquisitive question generation [244]. Once the ques-

tions are generated, the Answer Generator (Ma) produces an answer a for each question q using the

model’s parametric knowledge, forming a set of question-answer pairs: QA = {(q1, a1), (q2, a2), . . . , (qn, an)}.

These QA pairs serve as the foundation for subsequent evaluation and simulation stages.

Evaluating the Question Generator Once the QA pairs for the document D are generated using Mq

and Ma, we assess the effectiveness of the question generator by employing the Learner Simulator,

which consists of a Learner (Ml) and an Evaluator (Me). The learner model Ml simulates a learner’s

understanding by attempting the final exam E using only the generated QA pairs, producing responses
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P = Ml(E,QA). The evaluator model Me then assesses the learner’s responses P by comparing them

against ground-truth answers when available or using parametric knowledge to assign a score. The score

can serve as a metric to assess the quality ofMq , providing insights into the usefulness (i.e., utility) of the

generated questions in answering the final exam.

Improving the Question Generator Our objective is to design a question generator Mq that maxi-

mizes the learner simulator’s performance on E when provided with QA. This assumes that questions

contributing more effectively to solving E are high-utility questions.

To enhance the quality of the question generator Mq , we aim to learn the patterns of high-utility

questions—those that lead to better performance in the learner simulator. To achieve this, we estimate

the utility u of each question-answer pair (q, a) ∈ QA. The utility estimator runs the learner simulator

multiple times with different subsets of QA, computing the single-one gain, which is the score obtained

using only (q, a), and the all-but-one gain, which is the score with all pairs except (q, a). The utility of

(q, a) is then computed as the average of these two scores. We retain only the pairs where utility exceeds

a threshold θ and trainMq using only these high-utility pairs, following a rejection sampling strategy [8].

5.2.4 Experimental Setup

To assess the effectiveness of QUEST, we compare various question generators based on utility and exam-

ine the correlation between utility-based evaluation and existing metrics.

Question Generator. We evaluate our approach against multiple baselines to assess the effectiveness

of utility-based question generation (QG). These baselines include: (1) zero-shot, which directly prompts

the model to generate a question that helps the student better understand the section; (2) few-shot, which

extends zero-shot by providing five example exam questions from the training set, each paired with its

relevant section, to guide the model in generating final exam-style questions [19]; (3) chain-of-thought
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(CoT), which prompts the model to generate reasoning steps before formulating a question, improving

logical coherence [237, 274]; (4) Bloom-based prompting, which selects a level in the revised Bloom’s

Taxonomy [111] with weighted random sampling based on the distribution of the levels among the exam

questions in the training data and generates a question that requires this cognitive level for answering.

(5) supervised fine-tuning (SFT) similar to few-shot but trains the model on exam questions from the

training set instead of using in-context prompting, allowing it to learn question patterns over multiple

optimization steps; and (6) QUEST employs rejection sampling to generate questions and select those

with the highest simulated utility, maximizing learning impact.

Both SFT and QUEST are evaluated using two variations: (1) subject-specific: Training and testing

are performed separately for each subject, meaning the model is trained only on data from a specific sub-

ject and evaluated on that same subject; and (2) cross-subject: Training is conducted across all subjects

collectively by aggregating the entire training dataset, and the model is then tested on each subject indi-

vidually.

Evaluation Metric. To evaluate whether our measure of utility is a good indicator of question quality,

we compare with experiments using the following evaluation metrics: (1) Saliencymeasures a question’s

relevance and importance within the document D [244]. It is rated on a Likert scale from 1 to 5, where

a score of 1 indicates that the question in section k is unrelated to S[1:k] and contributes minimally to

understanding, while a score of 5 indicates strong relevance to S[1:k] and essential comprehension support

for Sk by clarifying key concepts or introducing new information. Saliency is evaluated using an LLM. (2)

Expected Information Gain (EIG) quantifies the reduction in uncertainty about a student’s knowledge

state after answering a question [143, 202, 189, 254, 240, 103]. We estimate EIG using an LLM by computing

the entropy of the model’s token probability distribution before and after conditioning on the first token of

the correct answer, capturing the immediate shift in the model’s belief distribution. (3) Utility measures

114



Microbiology Chemistry Economics Sociology US History Average

Base score 0.46 0.09 0.00 0.61 0.03 0.24

Zero-shot 0.62 (+0.16) 0.40 (+0.31) 0.40 (+0.40) 0.61 (+0.00) 0.19 (+0.16) 0.44 (+0.20)
Few-shot 0.62 (+0.16) 0.45 (+0.36) 0.47 (+0.47) 0.62 (+0.01) 0.16 (+0.13) 0.46 (+0.22)
Chain-of-thought 0.61 (+0.15) 0.45 (+0.36) 0.46 (+0.46) 0.61 (+0.00) 0.19 (+0.16) 0.46 (+0.22)
Bloom-based 0.57 (+0.11) 0.37 (+0.28) 0.29 (+0.29) 0.62 (+0.01) 0.22 (+0.19) 0.41 (+0.17)

SFT (Subject-Specific) 0.65 (+0.19) 0.24 (+0.15) 0.46 (+0.46) 0.64 (+0.03) 0.20 (+0.17) 0.44 (+0.20)
SFT (Cross-Subject) 0.59 (+0.13) 0.21 (+0.12) 0.47 (+0.47) 0.63 (+0.02) 0.26 (+0.23) 0.43 (+0.19)

QUEST (Subject-Specific) 0.76 (+0.30) 0.46 (+0.37) 0.58 (+0.58) 0.65 (+0.04) 0.31 (+0.28) 0.55 (+0.31)
QUEST (Cross-Subject) 0.73 (+0.27) 0.41 (+0.32) 0.47 (+0.47) 0.65 (+0.04) 0.25 (+0.22) 0.50 (+0.26)

Table 5.2: End-of-chapter exam score (Accuracy) comparison between different question generation ap-
proaches across various subjects.

the impact of a generated question on overall learning by evaluating simulated exam performance after

exposure to the question.

Experiments and Implementation Details All LLMs used in data preprocessing and throughout the

framework, including the question generator Mq , answer generatorMa, learnerMl, and evaluatorMe in

the reader simulator, are based on gpt-4o-mini. For SFT in the baseline and rejection sampling inQUEST,

we use OpenAI fine-tuning API to further train gpt-4o-mini.

5.2.5 Experimental Results

In this section, we first compare the overall performance of all question generation baselines based on the

learner’s exam score. Next, we analyze evaluation metrics by examining their correlations with utility and

assessing the impact of optimizing models on high-scoring questions for each metric. We then conduct

a qualitative analysis of high-utility questions to understand their characteristics. Finally, we perform

ablation studies on the framework by varying the criteria for selecting high-utility questions for training

and replacing gpt-4o-mini to gpt-4o.
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Metric 1 Metric 2 Spearman correlation p-value

Utility Saliency 0.097 0.003
Utility EIG -0.022 0.512
Saliency EIG 0.030 0.363

Table 5.3: Spearman correlation between utility and other metrics

Overall Performance Table 5.2 presents the learner’s exam performance of different question genera-

tors, measured by exam scores using all generated question-answer pairs. Here are findings: (1) Prompt-

ing techniques (Few-shot, CoT, Bloom-based) offer only marginal performance gains. While advanced

prompting enhances reasoning and task accuracy [19, 237, 274], it does not directly optimize utility, which

reflects real-world impact—how well generated questions enhance learning. Without explicit selection

or optimization, prompting cannot systematically improve this measure; (2) SFT shows no performance

gains, indicating that while it learns the style of exam questions, it fails to generate questions that enhance

learner understanding. This highlights the key distinction between producing syntactically valid questions

and generating those that effectively promote learning; (3)QUEST achieves the highest performance gain,

improving by approximately 20% on average. Performance gap between subject-specific and cross-subject

rejection sampling suggests that the definition of a “high-utility” question varies by domain. The results

indicate that outcome-based learning is most effective when applied within a specific domain.

Evaluation Metrics Analysis

1. Correlation Analysis. To analyze the relationship between utility and existing metrics (saliency,

EIG), we estimate all three metrics on generated questions from the training set. Table 5.3 shows

that both saliency and EIG have weak correlations with utility. While saliency has a weak but sta-

tistically significant correlation with utility, EIG shows no meaningful relationship. This indicates

that existing indirect metrics may not accurately reflect a question’s impact on learning outcomes.

2. Optimization on Indirect Metrics. To further investigate the impact of indirect metrics on ques-
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Microbiology Chemistry Economics Sociology US History

Train Metric Utility Saliency EIG Utility Saliency EIG Utility Saliency EIG Utility Saliency EIG Utility Saliency EIG

utility > 0.1 0.76 4.27 -0.18 0.46 4.65 -0.20 0.58 4.70 -0.04 0.65 4.49 -0.02 0.31 4.65 -0.01
saliency = 5 0.73 4.42 -0.24 0.39 4.46 -0.22 0.46 4.66 -0.08 0.64 4.49 -0.03 0.23 4.68 -0.02
EIG > 0 0.61 4.21 -0.17 0.32 4.40 -0.09 0.47 4.65 0.01 0.62 4.46 0.01 0.21 4.65 -0.01

Table 5.4: End-of-chapter exam score (Accuracy), average saliency, and average expected information gain
(EIG) of generated questions for differentQUEST-optimizedmodels trained on datasets filtered by different
selection criteria.

tion generation performance, we compare the results of QUEST when trained using different se-

lection criteria: (1) only questions with a utility score greater than 0.1 (Ours), (2) only questions

with a saliency score of 5, and (3) only questions with an expected information gain (EIG) greater

than 0. We evaluate the generated questions based on their overall utility (i.e., end-of-chapter exam

scores), as well as their average saliency and EIG, to assess the question generator’s performance

across different quality metrics. Table 5.4 shows that while saliency- and EIG-based training im-

proves their respective scores, it does not enhance utility. In contrast, the utility-trained model

consistently achieves the highest utility across all subjects and even improves some indirect metrics

(e.g., it matches or outperforms saliency-based training in Economics and Sociology). Furthermore,

utility-based training outperforms EIG-based training on saliency and saliency-based training on

EIG, demonstrating its broader effectiveness. These results emphasize that optimizing for indirect

metrics does not improve real-world learning, whereas utility-driven training yields the best overall

performance.

High Utility Questions Analysis

1. Overlap with ExamQuestions. To evaluate the relationship between generated high-utility ques-

tions and exam questions, we measured their semantic and lexical similarity. For each generated

question, we computed embedding similarity using text-3-embedding-small† for semantic over-

lap, and the ROUGE score for lexical overlap with all exam questions in the same chapter. We then
†https://platform.openai.com/docs/guides/embeddings/
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Figure 5.6: Impact of threshold in QUEST on end-of-chapter exam scores for Chemistry.

assessed the correlation between utility and the most similar exam question. The correlation be-

tween utility and semantic similarity was 0.25 (p < 0.001), indicating a weak positive relationship,

while the correlation with ROUGE was nearly zero at 0.04 (p < 0.01). These findings suggest that

high-utility questions are not merely paraphrased versions of exam questions but often introduce

novel content that aids learning beyond surface-level similarity.

2. Qualitative Analysis. Qualitative examples of high-utility questions did not reveal consistent

stylistic patterns. Interestingly, Bloom’s taxonomy—which classifies questions by cognitive depth

(e.g., “what” for recall, “why”/“how” for deeper reasoning)—did not show a strong correlation with

utility. When using Bloom’s taxonomy as a Likert-scale measure of depth (1–6), the correlation with

utility was 0.12 (p < 0.001), indicating only a weak positive relationship.

Rejection Sampling Analysis Filtering for high-utility questions through rejection sampling is crucial

for improving question generation. As shown in Figure 5.6, increasing the utility threshold enhances

question quality, leading to higher exam scores. However, stricter filtering reduces the available training

data, posing challenges for model training. These results suggest that increasing the dataset size while

applying a higher threshold could further boost performance.
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QG (Mq) AG (Ma) RS (Ml) Microbiology Chemistry Economics Sociology US History

Zero-Shot

gpt-4o-mini gpt-4o-mini gpt-4o-mini 0.620 0.414 0.398 0.609 0.233
gpt-4o gpt-4o-mini gpt-4o-mini 0.681 0.457 0.466 0.634 0.180

gpt-4o-mini gpt-4o gpt-4o-mini 0.682 0.422 0.480 0.634 0.232
gpt-4o-mini gpt-4o-mini gpt-4o 0.710 0.173 0.476 0.564 0.263

QUEST gpt-4o-mini gpt-4o-mini gpt-4o-mini 0.756 0.457 0.582 0.649 0.311

Table 5.5: End-of-chapter exam score (Accuracy) for different model sizes across various subjects and
modules.

Model Variants Analysis To evaluate the robustness of our framework and the impact of model size

on different components, we conduct experiments to analyze how a larger model affects each module. Ta-

ble 5.5 presents results for different configurations of the question generator (Mq), answer generator (Ma),

and reader simulator (i.e., learnerMl). The baseline corresponds to the zero-shot setting in Table 5.2. In

theMa experiment, we use the same questions from the zero-shot setting but generate new answers. For

the reader simulator experiment, we keep the same questions and answers from zero-shot and re-run

the simulation only.

Our main findings are the following: (1) Question Generator: A larger model (gpt-4o) improves

the utility score by 5.7%. However, it still underperforms compared to the smaller, utility-optimized model

(gpt-4o-mini) by 12.3%; (2)Answer Generator: A larger model improves performance by 7.1%, suggest-

ing that higher answer quality provides additional information to the QA pair. However, it remains 11%

behind the optimized gpt-4o-mini in utility. (3) Reader Simulator: Using a larger model (gpt-4o) as

the reader simulator leads to mixed results, with performance gains in some subjects but a sharp decline

in Chemistry. This suggests that larger models may introduce different reasoning strategies or evalu-

ation biases, leading to inconsistencies in scoring. Additionally, since our framework is optimized for

gpt-4o-mini, the larger model may not align well with the training dynamics. These results highlight

the importance of consistency in simulation for reliable utility estimation.
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5.3 Summary

This chapter explores how language models can autonomously improve their outputs by generating, eval-

uating, and adapting context.

We focus on the task of educational question generation, where the model creates questions to en-

hance comprehension and continuously refines them by simulating learner responses. These simulated

interactions serve as contextual signals for estimating question utility and guiding improvement.

Experimental results show that this self-refinement process significantly enhances downstream per-

formance, even without explicit human supervision. These findings demonstrate that language models can

act as both producers and consumers of context, using their own outputs to iteratively refine future behav-

ior. This opens promising directions for building self-improving systems driven by simulated interaction

and internal feedback.
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Chapter 6

Conclusions and Future Works

6.1 Conclusions

This dissertation explored the role of context in shaping language model behavior across inference, train-

ing, and self-refinement. It examined how language models (LMs) leverage context to make more accurate

predictions, how context during training can improve generalization and alignment, and how models can

autonomously generate and refine context to support their own performance.

6.1.1 Context-Aware Inference in Language Models

Chapter 3 examined the capabilities and limitations of in-context learning (ICL) beyond traditional few-

shot learning, focusing on tasks that require extrapolation from temporal and conversational patterns. The

thesis found that LLMs good at structural extrapolation, effectively leveraging statistical regularities

(e.g., timestamped sequences) tomake accurate predictions. However, performance decreases on semantic

extrapolation tasks, where meaningful understanding of prior context is required, such as simulating

a speaker’s persona in dialogue. These results highlight that while LLMs are strong pattern matchers,

they often fail to internalize rich contextual signals when explicit supervision is absent. Overcoming this

limitation may require new modeling approaches that incorporate user-specific adaptation, contextual

memory, or grounded semantic representations.
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6.1.2 Contextual Supervision for Language Model Training

Chapter 4 demonstrated that contextual supervision during training significantly improves LM behavior

in terms of robustness, generalization, and label efficiency. Appending contextual signals, such as task

demonstrations or dialogue histories, to training inputs consistently enhanced performance across tasks

like named entity recognition and social norm violation detection, underscoring that models benefit

from being explicitly trained to utilize context, not just prompted with it at inference.

Additionally, the thesis showed that human explanations offer a powerful form of contextual guid-

ance. Explanation-driven supervision enabled stronger performance with fewer labels, while our post hoc

refinement method, XMD, allowed explanations to regularize and debug model behavior. These results

emphasize the importance of integrating structured, semantically rich context into training pipelines to

better align models with human reasoning and expectations.

6.1.3 Language Models as Self-Refining Context Generators

Chapter 5 explored how LMs can autonomously improve their outputs by generating, evaluating, and

adapting contextual information. Focusing on educational question generation, we showed that models

can simulate learner responses to their own questions and use these interactions as feedback signals for

iterative refinement. This self-refinement process led to substantial improvements in output quality, even

in the absence of explicit human supervision. These results illustrate that LMs can serve as both produc-

ers and consumers of context, leveraging their own outputs to guide future behavior. This opens new

directions for building self-improving systems powered by simulated interaction and internal feedback

loops.
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6.1.4 Mechanisms, Limits, and Future Directions.

While this dissertation demonstrates the importance of context in improving LM performance, it also has

limitations in how current models process and reason with context. Most models process context as a flat

input sequence, without understanding which parts are most relevant or how they relate to the task. This

can lead to issues like overemphasizing recent information, struggling with long-range dependencies, or

misinterpreting noisy signals.

To move forward, future research should explore new ways for models to better organize, filter, and

reason over context. This includes adding memory or retrieval mechanisms, training with objectives that

reward useful context use, and combining language models with tools like user simulators or symbolic

reasoning.

Ultimately, context should not be treated as mere prompt engineering. Better handling of context is

key to building more adaptive, reliable, and user-aligned language systems.

6.2 Future work

Building on the insights from this dissertation, I highlight two promising directions for future research:

(1) contextual personalization and (2) socially intelligent language models.

6.2.1 Toward Contextual Personalization in Language Models

A natural extension of contextual modeling is personalization, adapting model behavior to individual users

by conditioning on long-term interaction history, preferences, or inferred goals.

Recent approaches often introduce a memory layer to store and retrieve user-specific context [27]:

Conversation History+ User Memory → AI Response
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However, these systems face core limitations, including the lack of criteria for determining whether a

response is truly personalized, and limited ability to generalize across implicit user signals.

To address these issues, future work can explore:

1. Memory Probing Benchmarks: Designing tasks that evaluate a model’s ability to retrieve user-

specific information, both explicit (e.g., stated facts) and implicit (e.g., inferred preferences), from

conversational history or memory representations.

2. User Simulation Tasks: Predicting user behavior, such as the next user utterance in a conversation,

based on prior AI turns. These tasks can be used to jointly train models with realistic user simulators

and improve alignment with user expectations.

3. Preference Embedding Techniques: Learning and applying user embeddings to guide generation.

Embeddings may be derived via contrastive learning, bi-encoders, or in-context prompting, and can

be used to personalize outputs through attention mechanisms or prompt conditioning.

These directions extend this dissertation’s contributions on contextual supervision and self-refinement

to a more user-centered modeling framework.

6.2.2 Toward Socially Intelligent Language Models

Beyond personalization, a broader and more ambitious goal is to build socially intelligent AI systems.

Humans excel at achieving complex, multifaceted objectives in social interactions, which is a key feature

of our social intelligence [69, 276]. Similarly, socially intelligent AI should be capable of pursuing explicit

social goals, such as improving user comprehension or satisfaction, rather than merely mimicking human

behavior.

Achieving this vision requires advances in three areas:
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1. Outcome-based Reinforcement Learning: Optimizing models for measurable social outcomes

(e.g., comprehension gains, satisfaction scores, or click-through rates).

2. Realistic User Simulation: Creating authentic simulations of user interactions to train and evalu-

ate AI behavior in socially meaningful contexts.

3. Behavior Correction via Feedback: Structuring and integrating feedback to correct undesired

behavior and align model outputs with human-centered goals.

These will enable the development of AI systems that are not only accurate and fluent, but also socially

effective and aligned.

Conversational Recommendation Systems One concrete application of socially intelligent AI is in

conversational recommendation systems (CRS). Traditional CRS focus on item relevance; future systems

should instead optimize for social outcomes such as increased engagement, satisfaction, or successful goal

completion.

To enable this, outcome-based reinforcement learning can be applied with a multi-level reward struc-

ture:

• Item-level rewards: e.g., +1 for clicks, +5 for purchases, +2 for 5-star ratings.

• Turn-level rewards: e.g., +0.5 for a helpful clarification, +1 for accepted suggestions.

• Session-level rewards: e.g., +3 for completing a goal, +2 for positive feedback at the end.

This structured reward design enables more intentional and effective dialogue planning, shifting the

focus from next-best response generation to outcome-oriented interaction.
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InfographicGeneration for EducationalOutcomes Another exciting direction is outcome-optimized

infographic and visual content generation. the aim is to guide diffusion-based image generators to produce

educational visuals, such as diagrams and infographics, that improve user understanding.

Rather than optimizing for aesthetics or preference, the generation processwould be guided by learning

outcomes:

• After viewing a visualization, a real or simulated user completes a comprehension quiz.

• The user’s performance is used as a reward signal for the generation model.

• This feedback loop enables training models that generate visuals aligned with specific educational

goals.

This direction reframes structured image generation as an outcome-driven task, where success is mea-

sured not by visual appeal but by actual comprehension gains—aligning visual AI more closely with human

learning and communication needs.

6.2.3 Looking Ahead

These future directions highlight the growing role of context as a foundation for building AI systems that

are more adaptive, personalized, and socially intelligent. Rather than treating context as static input, this

thesis views it as a dynamic signal, something that can be learned from, generated, and used to guide

behavior. By developing methods for training on context, reasoning with context, and refining behavior

through contextual feedback, this thesis takes key steps toward AI that truly understands and responds to

human needs. In the long run, advancing how models represent and reason over context may be one of

the most promising paths to achieving more human-aligned and socially effective language systems.
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